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Abstract—In this paper we study the so-called spin-boson system, namely a spin-1/2 particle in interaction with a distinguished mode of a quantized bosonic field. We control the system via an external field acting on the bosonic part.

Applying geometric control techniques to the Galerkin approximation and using perturbation theory to guarantee non-resonance of the spectrum of the drift operator, we prove approximate controllability of the system, for almost every value of the interaction parameter.

I. INTRODUCTION

In this paper we study the so-called Rabi model, which describes the interaction between a bosonic mode and a two-level system. Mathematically, in the Hilbert space $\mathcal{H} = L^2(\mathbb{R}, \mathbb{C}) \otimes \mathbb{C}^2$, we consider the Schrödinger equation

$$i\partial_t \psi = H_{\text{Rabi}} \psi,$$

where

$$H_{\text{Rabi}} = \frac{\omega}{2} (-\partial_x^2 + x^2) \otimes 1 + \frac{\Omega}{2} 1 \otimes \sigma_3 + g x \otimes \sigma_1,$$

and

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},$$

is the usual notation for the Pauli matrices.

The physical interpretation of the two factors in the tensor product varies according to the context.

The linearity in $u$ is a consequence of the dipole approximation which is valid in the limit of weak field. The linearity with respect to $x$ of the multiplicative operator $h_c$ represents the action of a force depending on time and constant in $x$.

The main result of the paper is the following.

**Theorem 1:** Assume that $\Omega$ is not an integer multiple of $\omega$. Then system (2), with $H_{\epsilon}$ taking the form (3)-(4), is approximately controllable for almost every $g \in \mathbb{R}$. The precise definition of approximate controllability will be given in the next section. It basically means that for every choice of the initial and final state, there...
exists an admissible control law $u$ depending on the
time which steers the initial state arbitrarily close to
the final one.

For control results on related spin-boson models, see
[3], [4], [5], [6], [7].

A. Content of the paper

In Section II we recall an approximate controllability result obtained in [8], which is crucial for our study. In Section III we prove Theorem 1. To this purpose we study the applicability of the general approximate controllability result in dependence on the parameter $g$. In order to do so, we have to use perturbation theory in the parameter $g$ up to order 4.

II. AN APPROXIMATE CONTROLLABILITY RESULT

We are going to recall a general controllability result for bilinear quantum systems in an abstract setting.

In a separable Hilbert space $H$, endowed with the Hermitian product $\langle \cdot, \cdot \rangle$, we consider the following control system

$$\frac{d}{dt} \psi = (A + u(t)B) \psi, \quad u(t) \in U,$$

where $(A, B, U)$ satisfies the following assumption.

Assumption 1: $U$ is a subset of $\mathbb{R}$ and $(A, B)$ is a pair of (possibly unbounded) linear operators in $H$ such that

1) $A$ is skew-adjoint on its domain $D(A)$;
2) there exists a Hilbert basis $(\phi_k)_{k \in \mathbb{N}}$ of $H$ consisting of eigenvectors of $A$: for every $k$, $A \phi_k = i \omega_k \phi_k$ with $\omega_k \in \mathbb{R}$;
3) for every $j \in \mathbb{N}$, $\phi_j$ is in the domain $D(B)$ of $B$;
4) $A + uB$ is essentially skew-adjoint for every $u \in U$;
5) $\langle B \phi_j, \phi_k \rangle = 0$ for every $j, k \in \mathbb{N}$ such that $\omega_j = \omega_k$ and $j \neq k$.

If $(A, B, U)$ satisfies Assumption 1, then $A + uB$ generates a unitary group $t \mapsto e^{t(A+uB)}$. By concatenation, one can define the solution of (5) for every piecewise constant function $u$ taking values in $U$, for every initial condition $\psi_0$ given at time $t_0$. We denote this solution by $t \mapsto \Upsilon_{t,t_0}^u \psi_0$.

A pair $(j, k)$ in $\mathbb{N}^2$ is a non-resonant transition of

$(A, B)$ if $b_{jk} \neq 0$ and, for every $l, m$, $|\omega_j - \omega_k| = |\omega_l - \omega_m|$ implies $(j, l) \in \{l, m\}$ or $(l, m) \cap \{j, k\} = \emptyset$.

A subset $S$ of $\mathbb{N}^2$ is a chain of connectedness of $(A, B)$ if for every $j, k$ in $\mathbb{N}$, there exists a finite sequence $p_1 = j, p_2, \ldots, p_r = k$ for which $(p_l, p_{l+1}) \in S$ for every $l$ and $\langle \phi_{p_{l+1}}, B \phi_{p_l} \rangle \neq 0$ for every $l = 1, \ldots, r - 1$. A chain of connectedness $S$ of $(A, B)$ is non-resonant if for every $(j, k) \in S$ in $S$ is a non-resonant transition of $(A, B)$.

Definition 1: Let $(A, B, U)$ satisfy Assumption 1. We say that (5) is approximately controllable if for every $\varepsilon > 0$, for every $\psi_0, \psi_1 \in H$, there exists a piecewise constant function $u_\varepsilon : [0, T] \rightarrow U$ such that $\| \Upsilon_{T,0}^{u_\varepsilon} \psi_0 - \psi_1 \| < \varepsilon$.

Theorem 2 ([8]): Assume that $[0, \delta] \subset U$ for some $\delta > 0$ and let $(A, B, U)$ satisfy Assumption 1 and admit a non-resonant chain of connectedness. Then system (5) is approximately controllable.

III. PROOF OF THEOREM 1

We consider here the approximate controllability problem for a system of the form (2), where $H_c$ takes the form (3)-(4).

The goal of this section is to prove Theorem 1. Assume then that $\Omega$ is not an integer multiple of $\omega$. The proof of the theorem is based on a suitable application of Theorem 2.

The strategy of the proof is the following. We first show in Subsection III-A that, for almost every $g$ in $\mathbb{R}$, some relevant pairs of eigenvalues of $H_{\text{Rabi}}$ satisfy the non-resonance condition, see (7). This goal is reached by exploiting the analyticity of the eigenvalues and by using perturbation theory. Then, in Subsection III-B, we prove that these pairs of eigenvalues correspond to non-resonant transitions, according to the definition above.

Preliminarily, we introduce some additional notations. Denote by $H_{\text{Rabi},0}$ the Hamiltonian $H_{\text{Rabi}}$ where we set $g = 0$. Let $(\varphi_j)_{j \in \mathbb{N}}$ be the standard Hilbert basis of $L^2(\mathbb{R}, \mathbb{C})$ given by real eigenfunctions of $-\partial_x^2 + x^2$, so that $(-\partial_x^2 + x^2) \varphi_j = (2j + 1) \varphi_j$ and $\int_{\mathbb{R}} x \varphi_j(x) \varphi_{j+1}(x) dx = \sqrt{(j+1)/2}$ for $j \geq 0$.

Based on $(\varphi_j)_{j \in \mathbb{N}}$, we obtain a Hilbert basis $(\Phi_{j,s})_{j \in \mathbb{N}, s \in \{-1,1\}}$ of factorized eigenstates of $H_{\text{Rabi},0}$.
whose corresponding eigenvalues are

\[ E_{j,s} = \omega \left( j + \frac{1}{2} \right) + s \Omega. \]

Since \( \Omega \) is not an integer multiple of \( \omega \) then each eigenvalue \( E_{j,s} \) is simple. (See Figure 2.)

For \( g \in \mathbb{R} \), denote by \( E_{j,s}^g \), \( j \in \mathbb{N} \), \( s = \pm 1 \), the eigenvalues of \( H_{\text{Rabi}} \) repeated according to their multiplicities, and by \( \Phi_{j,s}^g \), \( j \in \mathbb{N} \), \( s = \pm 1 \), an orthonormal basis of corresponding eigenstates. By a suitable global version of Rellich’s theorem \([9, \text{Theorem XII.8}]\), the ordering of the eigenvalues \( E_{j,s}^g \)’s and the eigenfunctions of \( H_{\text{Rabi}} \) inside the (possibly degenerate) eigenspaces can be chosen in such a way that \( g \mapsto E_{j,s}^g \) and \( g \mapsto \Phi_{j,s}^g \) are analytic functions, with values in \( \mathbb{C} \) and \( L^2(\mathbb{R}, \mathbb{C}) \) respectively, for every \( (j,s) \in \mathbb{N} \times \{-1,1\} \). Without loss of generality we assume that \( E_{0,s}^0 = E_{j,s} \) and \( \Phi_{0,s}^{g_j} = \Phi_{j,s} \) for every \( (j,s) \in \mathbb{N} \times \{-1,1\} \).

In the following, for ease of notations, we write in bold the elements of \( \mathbb{N} \times \{-1,1\} \), and for every \( j \in \mathbb{N} \times \{-1,1\} \) we define \( j(j), s(j) \) in such a way that \( j = (j(j), s(j)) \).

In order to study the first and higher-order derivatives of \( g \mapsto E_{j,s}^g \) at \( g = 0 \), it is useful to introduce the quantities

\[ V_{i,j} = \langle \Phi_i, (x \otimes \sigma_1) \Phi_j \rangle = \left( \delta_{j(i),j(j)} - 1 \right) \sqrt{\frac{j(j)}{2} + \delta_{j(i),j(j)+1}} \sqrt{\frac{j(j)+1}{2}} \times (1 - \delta_{s(i),s(j)}). \]

(6)

A. Step 1: Relevant eigenvalue pairs are non-resonant.

Let us first prove that for almost every \( g \in \mathbb{R} \) and every \( i,j,k,l \in \mathbb{N} \times \{-1,1\} \), with \( (i,j) \neq (k,l) \) and \( i \neq j \), one has \( E_i^g - E_j^g \neq E_k^g - E_l^g \). In order to do so, we observe that it is enough to show that for fixed \( i,j,k,l \in \mathbb{N} \times \{-1,1\} \) as before, the set

\[ S_{i,j,k,l} = \{ g \mid E_i^g - E_j^g \neq E_k^g - E_l^g \} \]

is of full measure. By the analytic dependence on \( g \) of the eigenvalues of \( H_{\text{Rabi}} \), this is equivalent to say that \( g \mapsto E_i^g - E_j^g \) and \( g \mapsto E_k^g - E_l^g \) have different Taylor expansions at \( g = 0 \).

Let us consider the Taylor expansion

\[ E_j^g = E_j + \sum_{m=1}^{\infty} g^m E_j^{(m)}. \]

The computation of the coefficients \( E_j^{(m)} \) carried on below is based on the Rayleigh–Schrödinger series (see, for instance, \([9, \text{Chapter XII}]\)).

First of all we observe that \( E_1 - E_j = E_k - E_l \) is equivalent to \( j(i) - j(j) = j(k) - j(l) \) and \( s(i) - s(j) = s(k) - s(l) \), in the case in which \( \Omega \) is not an integer multiple of \( \omega/2 \). If \( \Omega = (2m+1)\omega/2 \) for some non-negative integer \( m \), then \( E_1 - E_j = E_k - E_l \) implies

\[ j(i) + j(l) - j(j) - j(k) = \frac{2m+1}{4} (s(j) + s(k) - s(i) - s(l)), \]

and thus, if the left-hand side is an integer number different from zero, it must be \( |s(j) + s(k) - s(i) - s(l)| = 4 \), that is \( s(j) = s(k) = -s(i) = -s(l) \).

The term \( E_j^{(1)} \) coincides with \( V_{j,j} = \langle \Phi_j, (X \otimes \sigma_1) \Phi_j \rangle \), thus we deduce from (6) that \( E_j^{(1)} = 0 \) for every \( j \).

Following \([9]\) we have that

\[ E_j^{(2)} = -\sum_{m \neq j} (E_m - E_j)^{-1} V_{j,m} V_{m,j}. \]

Thus

\[ E_j^{(2)} = -\sum_{m \neq j} (E_m - E_j)^{-1} (1 - \delta_{s(j),s(m)})^2 \times \left( \delta_{j(j),j(m)} - 1 \right) \sqrt{\frac{j(j)+1}{2}} + \delta_{j(j),j(m)+1} \sqrt{\frac{j(j)}{2}} \]

\[ = -(E_{j(j)+1,-s(j)} - E_j)^{-1} \frac{j(j)+1}{2} + \]

\[ -(E_{j(j)-1,-s(j)} - E_j)^{-1} \frac{j(j)}{2} \]

\[ = -(\omega + s(j)\Omega)^{-1} \frac{j(j)+1}{2} + \]

\[ + (\omega + s(j)\Omega)^{-1} \frac{j(j)}{2} \]

\[ = \frac{\omega + s(j)\Omega(2j(j)+1)}{2(\Omega^2 - \omega^2)}. \]

Notice that the computation above is correct also for \( j(j) = 0 \), even if in this case \( E_{j(j)-1,-s(j)} \) is not a well defined eigenvalue of \( H_{\text{Rabi},0} \). Indeed, in this case the term \( (E_{j(j)-1,-s(j)} - E_j)^{-1} \frac{j(j)}{2} \) counts as zero.

Let us identify the values \( i,j,k,l \) such that \( E_i^{(2)} - E_j^{(2)} = E_k^{(2)} - E_l^{(2)} \) under the assumption that \( E_1 - E_j = E_k - E_l \).
Recall that we also assume that $(i, j) \neq (k, l)$ and $i \neq j$. From the above expression of $E_j^{(2)}$ we have

\[
s(i) (2j(i) + 1) - s(j) (2j(j) + 1) = s(k) (2j(k) + 1) - s(l) (2j(l) + 1).
\]

If $\Omega = (2m + 1)\omega/2$ for some non-negative integer $m$ and $s(j) = s(k) = -s(i) = -s(l)$ then (8) gives

\[
j(i) + j(j) + j(k) + j(l) + 2 = 0,
\]

which is impossible being the addends positive.

The remaining case is when $j(i) - j(j) = j(k) - j(l)$ and $s(i) - s(j) = s(k) - s(l)$, in which case

\[
s(i) j(i) - s(j) j(j) = s(k) j(k) - s(l) j(l). \tag{9}
\]

Then, either $s(i) = s(j)$, which implies $s(k) = s(l)$ and then, by (9), $s(i) = s(j) = s(k) = s(l)$, or $s(i) = -s(j)$, which implies $s(k) = -s(l)$ and then, by (9), $j(i) + j(j) = j(k) + j(l)$. In the latter case it must be $i = k$ and $j = l$, which is excluded by assumption. Therefore the nontrivial quadruples $i, j, k, l$ satisfying both the equalities $E_i - E_j = E_k - E_1$ and $E_i^{(2)} - E_j^{(2)} = E_k^{(2)} - E_1^{(2)}$ are those for which $s(i) = s(j) = s(k) = s(l)$ and $j(i) - j(j) = j(k) - j(l)$.

Let us now evaluate the terms $E_j^{(3)}$ as in [9]. We have

\[
E_j^{(3)} = \sum_{m \neq j, n \neq j} (E_m - E_j)^{-1} (E_n - E_j)^{-1} \times V_{j,m} V_{m,n} V_{n,j} - \sum_{m \neq j} (E_m - E_j)^{-2} V_{j,m} V_{m,j} V_{j,j}.
\]

Since $V_{a,b} \neq 0$ only if $s(a) = -s(b)$ it turns out that $V_{j,m}$ and $V_{m,n}$ are different from 0 only if $s(j) = s(n) = -s(m)$, but then $V_{n,j} = 0$. Thus, recalling that $V_{j,j} = 0$, we have $E_j^{(3)} = 0$ for every $j \in N \times \{-1, 1\}$.

We are going to complete the proof that the set $S_{i,j,k,l}$ defined as in (7) has full measure by showing that if $i, j, k, l \in N \times \{-1, 1\}$ are such that $(i, j) \neq (k, l)$, $i \neq j$, $j(i) - j(j) = j(k) - j(l)$ (which follows from $E_i - E_j = E_k - E_1$) and $s(i) = s(j) = s(k) = s(l)$ (which follows from $E_i^{(2)} - E_j^{(2)} = E_k^{(2)} - E_1^{(2)}$), then $E_i^{(4)} - E_j^{(4)} \neq E_k^{(4)} - E_1^{(4)}$.

The general formula for $E_j^{(4)}$ (see [9]) is

\[
E_j^{(4)} = \sum_{m \neq j, n \neq j, p \neq j} (E_m - E_j)^{-1} (E_n - E_j)^{-1} \times (E_p - E_j)^{-1} V_{j,m} V_{m,n} V_{n,p} V_{p,j} + \sum_{m \neq j, n \neq j} V_{j,m} V_{m,n} V_{n,j} [(E_m - E_j)^{-1} \times (E_n - E_j)^{-2} + (E_m - E_j)^{-2} (E_n - E_j)^{-1}] \times (E_m - E_j)^{-2} (E_n - E_j)^{-1} \times \sum_{m \neq j, n \neq j} (E_m - E_j)^{-3} V_{j,m} V_{m,j} V_{j,j}.
\]

Since $V_{j,j} = 0$, only the first and third term of the right-hand side must be evaluated.

Let us compute the first term in (10). In order to avoid null terms we must assume $s(j) = s(m) = s(n) = s(p)$ and thus $j(j) \neq j(n)$. Therefore the only nonzero terms in the sum are given by $j(j) = j(m) + 1 = j(n) + 2 = j(p) + 1$ (if $j(j) > 1$) and $j(j) = j(m) - 1 = j(n) - 2 = j(p) - 1$. We have

\[
\sum_{k \neq j, l \neq j, i \neq j} (E_k - E_j)^{-1} (E_i - E_j)^{-1} (E_i - E_j)^{-1} \times V_{j,k} V_{k,i} V_{i,j} = \left(\omega - s(j)\Omega\right)^{-1} \times \left(-2\omega\right)^{-1} \left(\omega - s(j)\Omega\right)^{-1} \left(\omega - s(j)\Omega\right)^{-1} \times \left(j(j) + 1\right) \left(j(j) + 2\right).
\]

Notice that the formula is correct also in the case where $j(j) = 0$ or $j(j) = 1$.

Let us now compute the third term in (10). As before, to avoid null terms we assume $s(j) = -s(m) = -s(n)$. The nonzero terms in the sum are given by $j(m) = j(j) \pm 1$ and $j(n) = j(j) \pm 1$ thus we have to
sum four terms. We have
\[
\sum_{m \neq j, n \neq j} (E_m - E_j)^{-2} (E_n - E_j)^{-1} V_{j,m} V_{m,j} V_{j,n} V_{n,j} =
\]
\[
(-\omega - s(j)\Omega)^{-2} (\omega - s(j)\Omega)^{-1} \left( \frac{j(j)}{2} \right)^2 + ... - E_j^{-1} \Pi(x \otimes \sigma_1) \Phi_j
\]
\[
= \sum_{l \neq j} (E_l - E_j)^{-1} \langle \Phi_l, (x \otimes \sigma_1) \Phi_j \rangle \Phi_l.
\]

By summing up all the terms one sees that, for fixed \(s = s(j)\), the term \(E_j^{(4)}\) depends quadratically on \(j(j)\), i.e.\( E_j^{(4)} = C_0(s(j)) + C_1(s(j)) j(j) + C_2(s(j)) j(j)^2 \), where the coefficient \(C_2(s(j))\) is given by
\[
C_2(s(j)) = s(j)\Omega(\omega^2 + 3\Omega^2) 2(\omega^2 - \Omega^2)^3 \neq 0.
\]

So, if \(i, j, k, l\) are such that \(s(i) = s(j) = s(k) = s(l) = s\) and \(j(i) = j(j) = j(k) = j(l)\), we have
\[
E_j^{(4)} - E_j^{(4)} = E_k^{(4)} - E_l^{(4)}
\]
\[
\iff C_1(s) (j(i) - j(j)) + C_2(s)(j(i)^2 - j(j)^2) = C_1(s) (j(k) - j(l)) + C_2(s)(j(k)^2 - j(l)^2)
\]
\[
\iff C_2(s)(j(i)^2 - j(j)^2) = C_2(s)(j(k)^2 - j(l)^2)
\]
\[
\iff C_2(s)(j(i) + j(j)) = C_2(s)(j(k) + j(l))
\]
\[
\iff j(i) = j(k) \text{ and } j(j) = j(l).
\]

This concludes the proof that for almost every \(g \in \mathbb{R}\) and every \(i, j, k, l \in \mathbb{N} \times \{-1, 1\}\), with \(i, j \neq (k, l)\) and \(i \neq j\), one has \(E_i - E_j \neq E_k - E_l\).

**B. Step 2: Coupling of the relevant energy levels.**

The proof of Theorem 1 is then concluded, thanks to Theorem 2, if we show that the controlled Hamiltonian \(x \otimes 1\) couples, directly or indirectly, all the energy levels for almost all \(g \in \mathbb{R}\).

More precisely, we show below that \(\langle \Phi_j^g, (x \otimes 1) \Phi_k^g \rangle \neq 0\) for almost every \(g \in \mathbb{R}\) for all \(j, k\) such that \(s(j) = s(k)\) and \(|j(j) - j(k)| = 1\) or \(s(j) = -s(k)\) and \(j(j) = j(k)\). See Figure 2. As before, it is enough to show that the corresponding Taylor series in \(g\) is nonzero.

Set \(\Phi_j^0 = \Phi_j + \sum_{m=1}^{\infty} g^m \Phi_j^{(m)}\). We have
\[
\langle \Phi_j, (x \otimes 1) \Phi_k \rangle =
\]
\[
\left( \delta_{j,j} \delta_{j,k} - 1 \right) \left( \frac{j(j) + 1}{2} \right) \delta_{s(j), s(k)} + \delta_{j,k} \left( \frac{j(k) + 1}{2} \right) \delta_{s(j), s(k)}.
\]

This is enough to say that \(\langle \Phi_j^g, (x \otimes 1) \Phi_k^g \rangle \neq 0\) for almost every \(g\) for all \(j, k\) such that \(s(j) = s(k)\) and \(|j(j) - j(k)| = 1\).

The term \(\Phi_j^{(1)}\) can be characterized through the relation
\[
(H_{\text{Rabi}, 0} + g x \otimes \sigma_1) (\Phi_j + g\Phi_j^{(1)} + o(g)) = (E_j + gE_j^{(1)} + o(g)) (\Phi_j + g\Phi_j^{(1)} + o(g)).
\]

Regrouping the first-order terms in (11) we get
\[
H_{\text{Rabi}, 0} \Phi_j^{(1)} + (x \otimes \sigma_1) \Phi_j - E_j \Phi_j^{(1)} - E_j^{(1)} \Phi_j = 0.
\]

Denote by \(\Pi\) the orthogonal projection on the orthogonal complement to \(\Phi_j\). Applying \(\Pi\) to (12), we get
\[
(H_{\text{Rabi}, 0} - E_j \mathbb{1}) \Phi_j^{(1)} + \Pi(x \otimes \sigma_1) \Phi_j = 0.
\]

Notice that the orthogonal complement to \(\Phi_j\) is an invariant space for the operator \(H_{\text{Rabi}, 0} - E_j \mathbb{1}\), which is invertible when restricted to it. We write \((H_{\text{Rabi}, 0} - E_j \mathbb{1})^{-1}\) to denote its inverse (whose values are in the orthogonal complement to \(\Phi_j\)). Thus,
\[
\Phi_j^{(1)} = -(H_{\text{Rabi}, 0} - E_j \mathbb{1})^{-1} \Pi(x \otimes \sigma_1) \Phi_j
\]
\[
= \sum_{l \neq j} (E_j - E_l)^{-1} \langle \Phi_l, (x \otimes \sigma_1) \Phi_j \rangle \Phi_l.
\]

The linear term in the Taylor expansion of \(\langle \Phi_j^g, (x \otimes
The spin term in the Hamiltonian, and generically with respect to the strength of the interaction term between the two modes. The method relies on perturbation arguments for the spectrum of the Hamiltonian, which allow to apply a general controllability result for the bilinear Schrödinger equation. Future work will address the issue of extending the result to a general class of control terms, possibly removing the non-resonance condition.
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