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Abstract—The problem of formation control is considered. The dynamics of an agent are described as a Lagrangian system without/with internal dynamic of controller. A quasi-time-optimal decentralized control law is proposed for synchronization of networked agents. Construction of the formation is to be completed in finite time using signum control protocols. During the motion, the formation follows a leader, real or virtual. Every agent determines relative position, velocity and acceleration of its neighbors, links between which are determined by a time-stable directed tree. Theoretical results are illustrated by numerical examples.

I. INTRODUCTION

The design of distributed communication and control protocols is an important issue in the construction of networked systems. One typical protocol is the neighbor-based linear consensus protocol [11], [17]. This protocol achieves consensus over an infinite-time horizon with exponential convergence. The finite-time consensus problem was defined in [12]. Also the finite-time consensus tracking control problem was studied in [1], [15]. Chen and Lewis [6] proposed binary control protocols for synchronization of networked Lagrangian systems with/without tracking in a finite time, but these control protocols are not optimal in time or energy and cannot be used for synchronization of networked third-order systems. In this paper we propose control protocol for formation of networked Lagrangian systems with tracking in a finite time, and each system has an internal controller (single integrator). If dynamics are neglected, the control protocol is constructed for networked triple integrators.


Lee and Markus [8] designed a time-optimal control law for servomechanisms without disturbances and unmodeled dynamics. In [7] a proximate time-optimal control for a third-order servomechanism was proposed. That control is exactly time-optimal control for a triple integrator plant if control parameters are selected in a special way. Unfortunately, that control is not a finite-time control. The authors showed only that all trajectories lead to the attraction domain (an ellipsoid around the origin) in a finite time. In [18], the implicit Lyapunov function method is developed for construction of a finite-time control for some dynamic systems.

In this paper, our aim is to provide a quasi-time-optimal control protocols for groups of dynamic systems, such as cars, manipulator robots, third-order servomechanisms, etc.

The format of the paper is as follows. In Section II, we present a quasi-time-optimal control for synchronization of a networked Lagrangian. In Section III, we consider a perturbed triple integrator and define quasi-time-optimal control law for this system. A finite-time tracking control algorithm for a group of third-order integrators is given in Section IV. In section V, examples are presented to illustrate the proposed strategy. Finally, conclusions are summarized in Section VI.

II. PROBLEM STATEMENT

Consider a system consisting of \( n + 1 \) agents, where the agent with the number \( n + 1 \) acts as the leader and the other agents indexed by \( 1, n \) are referred to as the followers. The dynamics of each agent can be described as

\[
M(q_i) \ddot{q}_i + C_i(q_i, \dot{q}_i) \dot{q}_i + D_i(q_i, \dot{q}_i) \dot{q}_i + g_i(q_i) = u_i^l + u_i + \xi_i,
\]

(1)

where \( q_i \in \mathbb{R}^m \) are generalized configuration coordinates, \( M_i(q_i) \in \mathbb{R}^{m \times m} \), \( M_i(q_i) > 0 \) is the inertia matrix, symbol \( \triangleright \) denotes positive-definite matrix. \( C_i(q_i, \dot{q}_i) \in \mathbb{R}^{m \times m} \) is the Coriolis/centrifugal matrix, \( D_i(q_i, \dot{q}_i) \in \mathbb{R}^{m \times m} \) represents the damping force, \( g_i(q_i) \in \mathbb{R}^m \) is the vector of gravitational torques (forces), \( \xi_i \in \mathbb{R}^m \), \( \| \xi_i \| \leq \xi_i < \infty \) represents input disturbances and system uncertainties, \( u_i \in \mathbb{R}^m \) denotes the local feedback control term given as

\[
u_i^l = C_i(q_i, \dot{q}_i) \dot{q}_i + D_i(q_i, \dot{q}_i) \dot{q}_i + g_i(q_i).
\]

The goal of this paper is to determine control inputs \( u_i(t) \) for agents \( i = 1, n \) to create a finite-time formation. The latter is defined as follow.

Definition 1: A group of agents is said to a finite-time formation if all agents (leader and followers) are attain the same velocity vector, the desired distances between the followers is described by a directed graph \( \tilde{G} = (\tilde{V}, \tilde{E}, \tilde{A}) \) and cannot be used for synchronization of networked third-order systems.

where all trajectories lead to the attraction domain (an ellipsoid around the origin) in a finite time. In [18], the implicit Lyapunov function method is developed for construction of a finite-time control for some dynamic systems.
and $a_{ij} = 0$ otherwise. We set $a_{ij} = a_{ij}, i = 1, n, j = 1, n$; $b_i = a_{i+1, i}, i = 0, \ldots, n$.

Substituting $v_i^k$ into (1), we obtain the equations:

$$q_i = p_i, M_i(q_i)p_i = u_i + \xi_i, i = 1, n.$$  \hspace{1cm} (3)

**Assumption 1:** Suppose that the dynamics of the leader agent are described as

$$ \dot{q}_i = p_i, M_i(q_i)p_i = u_i + \xi_i, i = 1, n.$$  \hspace{1cm} (4)

and there exits at least one follower $i$ that is connected to the leader, i.e. for at least one $i, b_i > 0$. The Leader has no information about followers, i.e. $a_{n+1, j} = 0, j = 1, n$.

**Assumption 2:** The position of the leader $q_0$, its velocity $\dot{q}_0$ and control resource $\ddot{u}_0$ are available to its neighbors.

**Assumption 3:** Let matrix $D = \{\Delta_{ij}\}_{i,j=1}^n$ denote desired deviations between agents $i = 1, n$ and the leader. This matrix may vary in the course of time, and, hence, different formations can be formed.

**Problem 1:** (Construction of finite-time formation) Let $\tilde{G}(V, E, A)$ be a fixed connected graph and $D$ be a fixed matrix. Determine control laws $u_i(t)$ for all agent $i$ so that, for any initial state, there exists a finite time $t^*$ such that $q_i(t_0) = q_0(t) - \Delta_i, \dot{q}_i(t) = \dot{q}_0(t)$ for all $i$ and $t > t^*$.

To solve Problem 1, we apply the pinning control (see, e.g., [16]) $u_i(q_i, p_i, q_0, \dot{q}_0, \ddot{u}_0)$, where $N_i$ is the set of neighbors of agent $i = 1, n$.

$$N_i = \{j : a_{ij} > 0\}. \hspace{1cm} (5)$$

Let us choose the control input as

$$u_i = -M(i)\alpha_i \left( \sum_{j \in N_i} a_{ij} \text{sign}(S_{ij}) + b_i \text{sign}(S_{i0}) \right), \hspace{1cm} (6)$$

where $\alpha_i = \ddot{u}_i/l_i, l_i = b_i + \sum_{j \in N_i} a_{ij}, S_{ij} = (p_i - p_j) + \beta_i(q_i - q_j - \Delta_j) \in \mathbb{R}$, $\Delta_0 = 0, \beta = 2(\dot{\alpha} - \ddot{C}), \ddot{C} = M^*\dot{\Xi} + \ddot{u}_0, \ddot{\alpha} = \text{min}_{i=1,n}\{\alpha_i, l_i\}, \ddot{u}_i$ is a maximum possible acceleration of the agents.

We have the following finite-time tracking result.

**Theorem 1:** Consider the leader-follower system (4) and (1) closed by the cooperative control input (6). Let the communication graph $G(V, E, A)$ be a directed tree. Then, agents construct a finite-time formation with the deviations $D$ if the matrix $M(q_i)$ satisfies the inequality

$$\alpha_i > M^*\dot{\Xi} + \ddot{u}_0, \hspace{1cm} (7)$$

where $M^* = \max_{i=1,n} \|M^{-1}(q_i)\|$.

**Proof of Theorem 1:** Let $I$ denote the set of nodes that receive information directly from the target system. Let $i \in I$. Thus, the cooperative control input $u_i$ becomes

$$u_i = -M(q_i)\alpha_i b_i \text{sign}(S_{i0}), \hspace{1cm} (8)$$

Let us define the error vectors as

$$\xi_i = q_i + \Delta_i - q_0, \quad z^p_i = p_i - p_0, \quad i \in I, \hspace{1cm} (9)$$

Substituting (8) into (3), we have

$$\dot{z}^\theta_i = -\alpha_i \text{sign}(S_{i0}) + M(q_i)^{-1} \xi_i - u_0(q_0, p_0). \hspace{1cm} (10)$$

Like in [1], we choose the Lyapunov function

$$V_i(z_i^\theta, z_i^p) = \begin{cases} w_i^2/4, & S_i \neq 0 \\ 0, & S_i = 0. \end{cases} \hspace{1cm} (11)$$

Here,

$$w_i = \chi_i \sqrt{|\varphi_i| - \left( \frac{z_i^p}{\xi_i} \right)^2 / \gamma_i}, \quad \varphi_i = -\text{sign}(\varphi_i), \quad \gamma_i = (M^*\dot{\Xi} + \ddot{u}_0) \text{sign}(S_{i0}),$$

$$\varphi_i = \frac{z_i^2 - \left( \frac{z_i^p}{\xi_i} \right)^2 / \gamma_i, \quad \chi_i = \frac{\sqrt{1/\beta\text{sign}(\varphi_i)} / \gamma_i. \hspace{1cm} (12)$$

By Theorem 3 in [4], the systems in $I$ achieve goal, with the convergence time being bounded by $\tau^* = \tau^0 + \tau^0$, where $w_i = \max_{i \in I} (\bar{w}_{i}), \bar{w}_i = 2 \sqrt{V_i(z_i^\theta(0), z_i^p(0))}$, $\bar{w}_i = \bar{w}(t_i) = 2(\bar{w}_{i})_i = 2\sqrt{V_i(z_i^\theta(0), z_i^p(0))}, \quad \bar{w}_i = (\bar{w}_{i})_i^2 (M^*\dot{\Xi} + \ddot{u}_0 - \alpha_i \text{sign}(S_{i0}))$.

Let $I_2$ denote the set of nodes that receive information directly from the nodes in $I$. Let $k \in I_2$. Since accelerations of all agents bounded and finite-time tracking control (8) is global, we have $q_0 = q_i, p_0 = p_i, \bar{w}_i \in I$ after $t > t^*$ and

$$u_k = -\text{sign}(S_k), \quad S_k = z_k^2 + \beta(z_k^p)^{0.5}, k \in I_2. \hspace{1cm} (13)$$

Repeating the above procedure, we prove the theorem.

**Remark 1:** The finite-time tracking control (8) is time-optimal control for all agents $i \in I$, if noise $\xi_i$ is the worst, i.e. $\xi_i = \text{sign}(S_{i0})$. If $\|\xi_i\| < \xi_i$, the finite-time tracking control (8) is quasi-time-optimal control for all agents $i \in I$.

### III. QUASI TIME-OPTIMAL CONTROL OF THE PERTURBED TRIPLE INTEGRATOR

In this section, we consider the perturbed triple integrator

$$\dot{q} = p, \quad \dot{p} = a, \quad \dot{a} = f(q, p, a, t) + g(q, p, a, t)u, \hspace{1cm} (14)$$

where $f(\cdot)$ and $g(\cdot)$ are unknown terms satisfying the following inequalities

$$\forall (q, p, a, t) \in \mathcal{R}^3 \times \mathcal{R}_2^2 : \quad [f(q, p, a, t)] \leq F(q, p, a, t),$$

$$0 < G_2(q, p, a, t) \leq [g(q, p, a, t)] \leq G_2(q, p, a, t), \hspace{1cm} (15)$$

F(q, p, a, t), $G_1(q, p, a, t)$ and $G_2(q, p, a, t)$ known functions. The aim is to derive a robust terminal (i.e. finite-time) stabilizer for system (14) based on the idea, similar to that in [7], i.e. that of using the switching surface of quasi time-optimal control as a stable sliding surface for the implementation of a sliding-mode controller.

**Theorem 1** Let the switching surface be defined as

$$S(q, p, a) = q + h(p, a) = 0 \quad \text{and} \quad U \text{ be a positive arbitrary constant, where}$$

$$h(p, a) = \frac{a^3}{3U^2} + u_2 \left[ \frac{1}{\sqrt{U}} \left( u_{2p} + \frac{a^2}{2U} \right)^{\frac{a}{2}} + pa \right], \hspace{1cm} (16)$$

where

$$u_2(p, a) = \text{sign} \left( p + \frac{a^2}{2U} \text{sign}(a) \right). \hspace{1cm} (17)$$
System (14)-(15) is globally stabilized in finite time by the state-feedback control
\[ u = -\frac{U + F(\cdot) + \varepsilon^2}{G_1(\cdot)} \text{sign}(S), \varepsilon > 0. \]  

**Remark 2:** The control law proposed in [9] is a robust terminal stabilizer for system (14), but it cannot ensure stable sliding mode on a sliding surface, because it uses the switching surface of time-optimal control. To create stable sliding mode, it is required modify the switching surface \( S(q, p, a) \) [7]. The authors used in the proof of Theorem 1 [9] results of Filippov [3], but these results are applicable only if functions \( F(\cdot), G_1(\cdot), G_2(\cdot) \) are bounded.

In the following, we will need insert constrains on functions \( F(\cdot), G_1(\cdot), G_2(\cdot) \):
\[
\forall(q, p, a, t) \in \mathcal{R}^3 \times \mathcal{R}_{\geq 0}: \\
|F(q, p, a, t)| \leq \bar{F}, \\
G_2(q, p, a, t) \leq \bar{G}_2, \\
G_1(q, p, a, t) \geq \bar{G}_1,
\]
and consider (14) as differential inclusions [3]
\[
\forall(q, p, a, t) \in \mathcal{R}^3 \times \mathcal{R}_{\geq 0}: \\
f(q, p, a, t) \in [-\bar{F}, \bar{F}] , \\
g(q, p, a, t) \in [\bar{G}_1, \bar{G}_2].
\]

According to [8], we can integrate system (14) backward in time, starting from the origin of the state space and using arbitrary constant control. We have two systems:
\[
\Gamma_{\pm}(t, u = \mp U_q) = \{U_q(\mp t^3/6, 1 \pm t^2/2, \mp t)^T \in \mathcal{R}^3, t > 0 \} \\
\Sigma_{\pm}(t, s, u = \pm U_q, \Gamma_{\pm}) = \{(\pm(U_q s - \mp U_q t), \\
\mp U_q s^2 + \pm U_q^2(2t^2 + \pm t^3) \pm U_q s^3 + \pm U_q^2(3s^2t + 3st^2 + \pm t^3))^T \in \mathcal{R}^3, t > 0, s > 0 \}.
\]

Eliminating the parameters \( t \) and \( s \), it yields the following analytical expressions for \( H(\cdot) \) and \( \Gamma_U = \Gamma_{\pm} \cup \Gamma_{-} \cup \{0, 0, 0 \} \):
\[
H(\cdot) = \frac{a^2}{\sigma^2} + u_2\left[\frac{\Lambda(U_p, U_q)}{\sqrt{u_p}(u_p + u_q)} + \frac{p^2}{2u_p}\right] + \frac{2p}{u_p}, \\
\Lambda(U_p, U_q) = \\sqrt{\frac{2}{u_p + 2u_q}} \frac{U_q}{\bar{U}_q} > 0, \\
U_q < U_p < 2U_q, \ U_p < U,
\]
where
\[
u_2(p, a, U_q) = \text{sign}\left(p + \frac{a|a|}{2U_q}\right),
\]
\[
\Gamma_U(p, a) = \{(q, p, a) \in \mathcal{R}^3 : q = \frac{a^3}{6U_q}, u_2(p, a, U_q) = 0\}.
\]

Note that the function \( H(p, a, U_p, U_q) \) is equal to the function \( s(\sigma, \sigma, \sigma) \) [10] if \( \sigma = q \) and \( U_q = U_p = \alpha_q = \bar{G}_1U - \bar{F} \).

**Theorem 2:** Let the switching surface be defined as \( S_U(q, p, a, U_p, U_q) = q + H(p, a, U_p, U_q) \) and let \( U \) be an arbitrary positive constant. System (14), (20) is globally stabilized in finite time by the state-feedback control
\[
u = -\frac{U + F(\cdot) + \varepsilon^2}{G_1(\cdot)} \text{sign}(S_U), \varepsilon > 0,
\]
and control (25) ensures stable sliding mode on a sliding surface \( S_U \).

**Proof of Theorem 2:** The proof of this Theorem is similar to the proof of Theorem 1 [9].

Note that the quasi-time-optimal control (25) is time-optimal control for system (14) if \( U_q = U_p = \varepsilon = 0 \) and function \( f \) and \( g \) define as \( f = -F\text{sign}(u) \) and \( g = \bar{G}_1 \).

**IV. Finite-time tracking control algorithm for a group of Lagrangian systems with internal dynamics**

In this section the dynamics of each agent are described by the Lagrange’s equation (1) with local control (2).

**Assumption 4:** Suppose that \( M_i(q_i) = I_i + \Delta M_i \), where the parametric disturbance matrix \( \Delta M_i \) is bounded
\[
||\Delta M_i|| < M_i, M_i(q_i) = 0.
\]

Noise on the right-hand side of (1) is zero; i.e., \( \xi_i = 0 \). Acceleration \( u_i \) of each agent is a solution of equation
\[
\dot{u}_i = g_i(q_i, \dot{q}_i, \ddot{q}_i, t) + f_i(q_i, \dot{q}_i, \ddot{q}_i, t),
\]

where \( \tau_i \) denotes cooperative control. Functions \( f_i(\cdot), g_i(\cdot) \) are bounded:
\[
\forall(q_i, \dot{q}_i, \ddot{q}_i, t) \in \mathcal{R}^3 \times \mathcal{R}_{\geq 0}: \\
f_i(q_i, \dot{q}_i, \ddot{q}_i, t) \in [-\bar{F}, \bar{F}], \\
g_i(q_i, \dot{q}_i, \ddot{q}_i, t) \in [\bar{G}_1, \bar{G}_2].
\]

To solve Problem 1 for the new type of agents (1), (2), (27), (28), we apply the pinning control \( \tau_i(q_N, \dot{q}_N, \ddot{q}_N, q_0, p_0, \bar{a}) \), where \( N \) was defined in (5). Let us choose the control input as
\[
\tau_i = -M(q_i)\pi_i \left( \sum_{j \in N_i} a_{ij}\text{sign}(S^i_U) + \bar{b}_i\text{sign}(S^0_U) \right),
\]
where \( \pi_i = \bar{\pi}_i/l_i, l_i = b_i + \sum_{j \in N_i} a_{ij}, S^i_U = S_U(q_i + \Delta_i, q_i - \Delta_i, \dot{q}_i - \dot{q}_j, u_i - u_j, U_p, U_q), \Delta_0 = 0, \bar{\pi}_i = \frac{\bar{a}_i^3}{\bar{G}_1^2}, \xi_i > 0, \).

We have the following result.

**Theorem 3:** Consider the leader-follower system (4) and (1), (2), (27), (28) closed by the cooperative control input (29). Let the communication graph \( G(\mathcal{V}, \mathcal{E}, \mathcal{A}) \) be a directed tree. Then, the agents construct the finite-time formation with the deviations to define \( D \) if the following inequality hold:
\[
\pi_i > \tilde{M^*}(\bar{F} + \bar{G}_i\bar{a}_i),
\]
where \( \tilde{M^*} = \max_{i=1}^n(1 + \tilde{M}_i)^{-1}. \)

**Proof of Theorem 3:** The proof of this Theorem is similar to the proof of Theorem 1 if we will set error vectors in the form:
\[
z^i = q_i + \Delta_i - q_0, \ z^i = p_i - p_0, \ z^i = a_i - a_0, \ i \in \mathcal{I}_1.
\]

V. EXAMPLE

As an example of a networked Lagrangian system a group of servomechanisms is considered. The group consist of one leader (marked by 5) and four follower.

The communication topology is shown in Fig. 4, where the leader information is available only to follower 1. Suppose that the leader dynamics are \( q(t) = q_0 \sin(t), p(t) = q_0 \cos(t), u_0(t) = -q(t), \tau_0(t) = -p(t), q_0 = \sqrt{2} \). It is
obvious that $\|\tau_0(t)\| \leq q_0$. The control parameter $U = 2 + q_0$. Let the initial condition of the four agents be $q_1(0) = 0.3, \delta_1 = 0.2; q_1(0) = 0.6, \delta_1 = 0.5$; Figures 3, 4 and 5 show results of the proposed quasi-time-optimal control algorithm (25). It is seen that the followers can follow the leader in a finite time if the desire deviations are zeros.

VI. CONCLUSIONS

In this paper, we proposed a signum control protocol for formation of networked dynamical systems. Compared with other consensus algorithms, which ignore optimization in time or energy, the proposed algorithm is time-optimal for a pair leader-follower. In the case that there exists a time-varying leader node in the networked Lagrangian systems with internal dynamics, the finite-time tracking control can be achieved by using the signum protocol. By using the networked triple integrators, we illustrated the quasi-time optimal control algorithm derived in this paper.
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Fig. 4. Acceleration tracking error of each follower