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Abstract— We establish convergence guarantees for a recently proposed Markov Chain Monte Carlo (MCMC) method to locate source(s) of a certain concentration field. Our method utilizes a Markovian controller to control the motion of autonomous vehicles on a compact search domain. The distribution of the resulting discrete-time Markov chain is used to estimate the locations of the sources. To guarantee the correctness of the localization, we prove that the existing invariant measure for the Markov chain is unique. The chain is shown to be uniform ergodic and will converge to its stationary distribution. The theoretically derived convergence rate is compared to results from numerical simulations.

I. INTRODUCTION

The interest in stochastic localization of sources in our previously published work [7] was based on an underwater search scenario, where some fluid, e.g., fresh water, is emitted from a source and gives rise to a measurable concentration field. Instead of applying modelling techniques to capture this complex process and deduce the position of the sources, autonomous vehicles were utilized to explore the region of interest relying only on local measurements. In general the aforementioned problem is of interest beyond marine applications, since the framework can easily be related to applications with different scenarios and other types of agents. For example, one can think of search and rescue missions for drones or mobile robots with the similar goal of locating the maximum of a certain beacon signal.

In our previous work we presented a MCMC like algorithm constructing an estimate of the concentration signal, taking into account unicycle dynamics and non-stopping constraints for the vehicles.

There exist several approaches that address the described problem using autonomous vehicles. Some make use of deterministic gradient methods, for example, [1], [3], [8], [15]. The methods presented in [11], [12] utilize multiple agents to drive the group in a formation towards the maxima. A second class of approaches to this problem is relying on stochastic techniques. In [2] simulated annealing is carried out with a single vehicle. The authors of [5] build a likelihood estimate of the source location based on a hidden Markov method. For a more extensive literature review the reader is referred to [7].

The stochastic method described in [9], which motivated our initial work, uses the vehicles to randomly explore the space. Observing the probability distribution of the vehicles gives rise to an estimate of the unknown concentration field. Similarly, our method relies on the analysis of the marginal probability distribution of the underlying Markov chain. Therefore, an important aspect to guarantee that the applied MCMC algorithm leads to reliable results, is whether the Markov chain has a unique stationary distribution and if the process will converge to it. In this work, we will extend the theoretical framework of our method by addressing these questions. First we introduce a more realistic setting in which the dynamics are effected by noise and show that the previously established existence of an invariant measure still holds. Second we prove uniqueness of the existing stationary distribution and give a convergence guarantee for our method by proving that the Markov chain is uniformly ergodic.

Furthermore we are able to obtain a theoretical bound on the convergence rate.

The remainder of this paper is organized as follows. A brief description of the problem setup is given in Section II. In Section III we restate the Markov Chain formulation together with the algorithm proposed in [7]. We provide the existence, uniqueness and ergodicity results in Sections IV, V and VI respectively. The convergence results from simulation are given in Section VII and a discussion about future directions can be found in Section VIII.

II. PROBLEM SETUP

A. Dynamics under noise

We consider vehicles moving in a plane $\mathcal{X} \subset \mathbb{R}^2$ with discrete time unicycle dynamics. The position $x \in \mathcal{X}$ is affected by noise and the control input $u$ to the system is applied via the heading angle $\theta \in [-\pi, \pi]$ according to:

$$
\begin{pmatrix}
  x_{k+1} \\
  \theta_{k+1}
\end{pmatrix} = 
\begin{pmatrix}
  x_k + v(\theta_k)T \\
  \theta_k
\end{pmatrix} + 
\begin{pmatrix}
  w \\
  u_k
\end{pmatrix}.
$$

The noise is given by $w \sim \mathcal{U}\{w \in \mathbb{R}^2; ||w|| \leq r_D\}$ with bound $r_D < vT$ and $v(\theta) = \bar{v}\left(\begin{array}{c}
  \cos(\theta) \\
  \sin(\theta)
\end{array}\right)$ for a constant speed $\bar{v}$. Note that we assume the sampling time $T$ to be big enough for a low-level navigation function to realize every change of orientation. Here $\sim \mathcal{U}$ means, that a random variable is uniformly distributed over a set. Furthermore, each agent is capable of measuring a certain normalized concentration function $C : \mathcal{X} \rightarrow [0, 1]$ at its current location.

The initial position is extracted on a subset $\tilde{\mathcal{X}}$ of the domain $\mathcal{X}$ as $x_0 \sim \mathcal{U}\{x \in \tilde{\mathcal{X}}; x \in \mathcal{X}\}$ where the subsequent extraction of $\theta_0 \sim \mathcal{U}\{\theta \in [-\pi, \pi]; x_0 + v(\theta)T \in \mathcal{X}\}$ guarantees that the vehicle does not leave $\mathcal{X}$ after the first step. Note that in contrast to [7], the orientation is now
constrained by the set $X_r \subset X$ whose boundary $\partial X_r$ has the distance of $rD$ to $\partial X$ everywhere.

III. MARKOV CHAIN FORMULATION

We briefly restate here the controller setup, the resulting Markov chain and algorithm for the dynamics in (1). For a detailed discussion on the basic setup, the reader is referred to [7].

Consider the measurable space $(S, B(S))$ with $B(S)$ being the Borel $\sigma$-algebra on the metric space $S := \bigcup x \times \vartheta(x)$. The set of angles $\vartheta(x)$ for every $x \in X$ is given by

$\vartheta(x) \subseteq [-\pi, \pi] \text{ with } \vartheta(x) = \{\theta | x + v(\theta)T \in X_r\}$. (2)

We use a Markovian controller with an accept-reject mechanism to compute the input in each step as

$u_k = \begin{cases} \hat{u}_{k+1} \sim U\{\theta \in \Theta(s_k)\} & \text{w. p. } \alpha(s_k) \\
0 & \text{w. p. } 1 - \alpha(s_k), \end{cases}$ (3)

where

$\Theta(s_k) \triangleq \{\theta \in [-\pi, \pi] | x_k + v(\theta) + v(\theta_k + \theta)T \in X_n\}$. (4)

In essence, a change of orientation is proposed in each step and if it is rejected, the vehicle keeps moving in the previous direction.

Similar to $X_r$ above, the boundary $\partial X_n$ has the distance of $2rD$ to $\partial X$ everywhere. When expressing the set $X$ through the Minkowski sum $X_n \oplus B = X$, where $B$ is a ball of radius $2rD$, it is clear that discontinuities of the border of $X$ are not allowed. Hence, we require the following assumption to ensure existence of $X_n$ and $X_r$.

**Assumption 1:** $X$ is a compact convex set with non-empty interior and has a boundary which is differentiable everywhere. The curvature$^1$ of the boundary is always smaller than $\frac{1}{2\pi r}$.

In (3) the acceptance criterion $\alpha : S \rightarrow [0, 1]$ can be any function with the following functionalities, which are justified in detail in [7]:

1) $\alpha$ is monotonically increasing in $C$.
2) $\alpha$ depends continuously on $s$.
3) $\alpha = 1$ near the boundary of the set $X$, possibly also angle dependent.

The closed-loop motion of the system (1) with control (3) generates a discrete-time Markov chain $\{s_k\}_{k \geq 0}$, where $s_k := (x_k, \theta_k) \in S$. An outline of the resulting process is given in Algorithm 1. The transition kernel of the Markov chain $\{s_k\}_{k \geq 0}$ becomes

$P(s_k, ds) = p(s_k, s)ds$

$= \left[ \frac{I_{\{x \in D(s_k)\}} I_{\{\theta \in \Theta(s_k)\}}}{\gamma_X(s_k)} \gamma_\Theta(s_k) \alpha(s_k) \right. $

$+ \left. \frac{I_{\{x \in D(s_k)\}} \delta_{\theta_k}(\theta)(1 - \alpha(s_k))}{\gamma_X(s_k)} \right] ds$, (5)

$^1$For the definition of the curvature see [4, Chapter 1-5]

---

**Algorithm 1 MCMC AUV Algorithm**

**Require:** Initial state $s_0 = (x_0, \theta_0)$

1: set $k = 0$

2: loop

3: update $x_{k+1} = x_{k} + v(\theta_{k})T + w$

4: generate proposal angle $\tilde{\theta}_{k+1}$

5: calculate the acceptance probability $\alpha(s_k)$

6: update

   $\theta_{k+1} = u_k = \begin{cases} \tilde{\theta}_{k+1} & \text{w. p. } \alpha(s_k) \\
\theta_k & \text{w. p. } 1 - \alpha(s_k) \end{cases} $

7: set $k = k + 1$

8: end loop

where $I$ is the usual indicator function, $D(s_k) \subset X$ is a disc with radius $rD < vT$ centered at $x_k + v(\theta_k)T$ and the normalizing factors are given by

$\gamma_\Theta(s_k) = \int I_{\{\theta \in \Theta(s_k)\}} d\theta$ (6)

$\gamma_X(s_k) = \int I_{\{x \in D(s_k)\}} dx = \pi r^2$. (7)

Note that by construction of the proposal set for $\tilde{\theta}_{k+1}$ in (4), the factor $\gamma_X$ is constant for all $s_k \in S$.

IV. EXISTENCE

The existence proof for invariant measures of the Markov chain $\{s_k\}_{k \geq 0}$ follows mainly the same lines as in [7]. However, slight modifications are required since the transition kernel (5) takes the noise affected dynamics into account.

**Assumption 2:** The curvature of the boundary is never equal to $\frac{1}{2\pi}$. The function $\alpha$ is continuous with respect to $s$. Both assumptions are technical and can be realized by construction.

**Proposition 3:** Under Assumptions 1 and 2 the Markov chain $\{s_k\}_{k \geq 0}$ generated by Algorithm 1 with the transition kernel (5) has an invariant measure.

**Proof:** We use [6, Theorem 7.2.3], i.e., for an invariant measure to exist, it is sufficient to prove the weak Feller property for the transition kernel $P$. That is, we need to show that for a generic continuous and bounded function $f$ on $S$, the mapping $Pf$, defined as $(Pf)(\cdot) := \int P(\cdot, dy) f(y)$, is continuous and bounded. From (5), we have that

$(Pf)(s_k) = \int \limits_S p(s_k, s) f(s)ds$

$= \int \limits_S I_{\{x \in D(s_k)\}} \frac{I_{\{\theta \in \Theta(s_k)\}}}{\gamma_X(s_k)} \gamma_\Theta(s_k) \alpha(s_k)$

$+ I_{\{x \in D(s_k)\}} \delta_{\theta_k}(\theta)(1 - \alpha(s_k)) f(x, \theta) dxd\theta$

$= \int \limits_{SD} \frac{\alpha(s_k)}{\gamma_X(s_k)} \frac{I_{\{\theta \in \Theta(s_k)\}}}{\gamma_\Theta(s_k)} f(x, \theta)$
\[ \begin{align*}
    &+ \frac{1 - \alpha(s_k)}{\gamma_X(s_k)} \delta_{\theta_k}(\theta)f(x, \theta)dx d\theta \\
    &= \int \int \int_{D(s_k) \Theta(s_k)} \frac{\alpha(s_k)}{\gamma_X(s_k)\gamma_{\Theta}(s_k)} f(x, \theta)dx d\theta \\
    &+ \int \int_{D(s_k) \Theta(s_k)} \frac{1 - \alpha(s_k)}{\gamma_X(s_k)\gamma_{\Theta}(s_k)} f(x, \theta_k)dx,
\end{align*} \]

where \( S_D := \bigcup_{x \in D(s_k)} x \times \vartheta(x) \) and the fact that \( \Theta(s_k) \subseteq \vartheta(x) \ \forall x \in D(s_k) \) was used to separate the integration for the first term in (8). The same separation is possible for the second integral, since \( \theta_k \in \vartheta(x) \) whenever \( \alpha(s_k) \neq 1 \). By the curvature part of Assumption 2, \( \gamma_{\Theta}(s_k) \) is continuous as the size of the set \( \Theta(s_k) \in (6) \) changes continuously with respect to \( s_k \). Further, \( \gamma_X(s_k) \) is constant by construction (7) and it holds that \( \gamma_X(s_k) \neq 0 \) and \( \gamma_{\Theta}(s_k) \neq 0 \). Hence, using Assumption 1 and the functionalities 1)-3) for \( \alpha \) in III, the constants \( c_\alpha \text{ and } c_{\Theta} \) are continuous and bounded with respect to \( s_k \). It is straightforward to show that both integrations in Equation (8) over the sets \( D(s_k) \) and \( \Theta(s_k) \) are continuous and bounded with respect to \( s_k \) [14]. Hence, we conclude that \( Pf \) is continuous and bounded and the weak Feller property of the transition kernel \( P \) follows.

V. UNIQUENESS

First, we make another assumption about the acceptance criterion which is fair, since \( \alpha \) is a design choice.

**Assumption 4:** The acceptance probability \( \alpha \) is bounded away from zero, i.e., \( \alpha \in [\epsilon, 1] \) for some \( \epsilon > 0 \).

Given that Proposition 3 holds, we can state that the existing invariant probability measure is unique.

**Proposition 5:** Under Assumptions 1, 2 and 4 the Markov chain \( \{s_k\}_{k \geq 0} \) generated by Algorithm 1 with the transition kernel (5) has an unique invariant measure.

**Proof:** In view of [6, Proposition 4.2.2] uniqueness of an existing invariant probability measure is achieved by showing \( \varphi \)-irreducibility. This is given, if there exists a (non-trivial) measure \( \varphi \) on \( B(S) \) such that, whenever \( \varphi(A) > 0 \), \( A \in B(S) \), we have \( L(s, A) > 0 \) for all \( s \in S \) (c.f. definition of \( \varphi \)-irreducibility in [10]). Here \( L(s, A) = P(\tau_A < \infty) \) with \( \tau_A \) being the first return time to set \( A \). By [10, Proposition 4.2.1] this is equivalent to the existence of an \( m > 0 \) (possibly depending on both \( s \) and \( A \)) such that \( P^m(s, A) > 0 \).

In the following we will make use of geometric arguments to achieve \( \varphi \)-irreducibility. By studying the growth of the uncertainty on the state space we can show that every set \( A \in B(S) \) can be reached from every \( s_0 \in S \) in a given number of steps \( m \) with positive probability. Consider a disc of radius \( R_s \), enclosing the \( X \) part of the state space, where \( R_s \) is the maximal distance of a point to the origin (exemplarily illustrated in Figure 1). Note that for the derivation of maximal number of steps \( m \), the angular part of \( S \) does not need to be considered since we only have dynamic constraints on the positions and \( \vartheta(x) \) can always be covered in one step.

![Fig. 1: Left: Top down view on \( X \) and the density support after the \( k \)-th step starting from \( s_0 \). Right: The angular plain of \( S \) for the dashed line on the left.](image)

First consider the states which are not affected by the border, i.e., the proposal range \( \Theta(s_k) \) is not constrained. The density support will always be a volume in \( S \) but for the sake of visualization we mainly depict the \( X \)-part in Figure 2 for the first three steps. Given any initial state \( s_0 \) there is a uniform density on the disc \( D(s_0) \subset X \) and uniform density over the whole range of angles \( \vartheta(x_1) = [-\pi, \pi] \), creating a cylinder in \( S \) after the first transition. The density after the second transition has again the shape of a cylinder in \( S \) but with a void since the step length is fixed with bounded noise. The void in the density closes with the third transition leading to a full cylinder of radius \( R_3 = 2(\bar{v}T + r_D) + r_D \), where \( \bar{v}T \) is the fixed step size according to (1). This can easily be derived by superposition of the possible movements from all states with non-zeros density as depicted in Figure 3.

From the third transition on, the support has no voids and it’s diameter will grow on \( X \) with the rate

\[ \frac{\bar{v}T + r_D}{\text{transition}}. \]

Note again, that the angular space is always covered in one transition. Now, the maximal distance between any initial starting point and any set \( A \in B(S) \) is \( 2R_s \). Hence, using the growth-rate of the support (9), we can immediately bound the maximal number of steps to cover \( S \) by

\[ m \leq \frac{3 + \frac{2R_s - 2(\bar{v}T + r_D) - r_D}{\bar{v}T + r_D}}{\bar{v}T + r_D} = \left[ \frac{2R_s + \bar{v}T}{\bar{v}T + r_D} \right]. \]
we can conclude that any state inside $\mathcal{S}$ that is covered by the “unconstrained” density support is also covered by the truncated support.

Finally, the transition kernel given in Equation (5) consists of two terms where the first one is the acceptance term, which we will denote by $\mathcal{P}_{ac}$:

$$\mathcal{P}_{ac}(s_k, ds) = \sum_{\gamma \in \mathcal{X}} \mathbb{1}_{\theta \in \Theta(I)} \frac{\int_{\gamma} \theta(s_k) ds}{\int_{\gamma} \Theta(s_k) ds} \alpha(s_k) ds.$$

$\mathcal{P}_{ac}$ is the absolutely continuous part of the transition density with respect to the Lebesgue measure $\mu_{Leb}$ and under Assumption 4, with $\alpha > 0$, there is always a small probability contribution of this term. We showed that after $m$ steps we cover every state in $\mathcal{S}$, where the states furthest away can only be covered after the last transition. This means that the density $\vartheta(s)$ over the whole space has at least a small uniform part everywhere given by

$$\vartheta(s) \geq \prod_{k=0}^{m} \rho(s_k, s) = \prod_{k=0}^{m} \frac{\int_{\{x \in D(s_k)\}} \mathbb{1}_{\theta \in \Theta(I)} \gamma_{\mathcal{X}}(s_k) \gamma_{\theta}(s_k) \alpha(s_k)}{\int_{\Theta(s_k) \cap \mathcal{X} \neq 0} \gamma_{\theta}(s_k) ds \in (0, \pi]}$$

$$\geq c^m \prod_{k=0}^{m} \alpha(s_k) \geq c^m \epsilon^m > 0$$

with $1 > c > 0$. Now the probability to reach any set $A \in \mathcal{B}(\mathcal{S})$ from any initial condition $s_0 \in \mathcal{S}$ is given by:

$$P^m(s_0, A) \geq \int_A \vartheta(s) ds \geq c^m \epsilon^m \mu_{Leb}(A) > 0$$

The $m$-th step transition probability from every $s_0 \in \mathcal{S}$ to any $A \in \mathcal{B}(\mathcal{S})$ is strictly positive, hence the Markov chain is $\mu_{Leb}$-irreducible.
VI. CONVERGENCE AND ERGODICITY

Without any further assumptions we can obtain the following to convergence results for the Markov chain.

**Proposition 6:** Suppose that the Assumptions 1, 2 and 4 hold, then the Markov chain \( \{s_k\}_{k \geq 0} \) has a unique stationary distribution \( \pi \) and further

(i) the chain is uniform ergodic and

(ii) there exists a measure \( \nu_m(S) \) for some fixed \( m \) such that the chain converges to its stationary distribution \( \pi \) with the rate \( 2\rho^{\frac{m}{2}} \), where \( \rho = 1 - \nu_m(S) \).

**Proof:** The existence and uniqueness of \( \pi \) is given by Proposition 3 and Proposition 5. In view of [10, Theorem 16.0.2] obtaining uniform ergodicity for the Markov chain is equivalent to prove that the state space \( S \) is a \( \nu_m \)-small set. By the definition of \( \nu_m \)-small sets in [10] we need to show that there exists a \( m > 0 \) and a nontrivial measure \( \nu_m \) on \( B(S) \), such that

\[
P^m(x, B) \geq \nu_m(B) \quad (14)
\]

holds for all \( s \in S, B \in B(S) \). Using the probability bound established in (13), Equation (14) immediately holds for \( S \), since we can identify the non-trivial measure to be \( \nu_m(B) = e^{m} \nu_m(\mu_{Leb}(B)) \) and \( m \) to be the maximal number of steps derived in (10). The convergence rate can be immediately obtain from [10, Theorem 16.0.2]. Hence, for any \( x \) we have

\[
||P^n(x, \cdot) - \pi|| \leq 2\rho^{\frac{m}{2}}, \quad (15)
\]

where \( || \cdot || \) denotes the total variation norm as defined in [10, Chap. 13].

VII. CASE STUDY

We use the same scenario as in [7] to verify the results. Consider a a circular search space \( X \) around the origin with radius \( R = 400m \) and the concentration field given by

\[
C(x) = \sum_{i=1}^{3} w_i e^{-m\|x-x_{s,i}\|}, \quad (16)
\]

with three maxima at \( x_{s,1} = (-80, 50), w_1 = 0.3, x_{s,2} = (0, -100), w_2 = 0.7, x_{s,3} = (140, 120), w_3 = 0.9 \) and parameter \( m = 0.1 \).

The speed of the AUV is fixed to \( \bar{v} = 1.5 \frac{m}{s} \), the sampling time of the system is \( T = 20s \) and the choice of the acceptance criterion \( \alpha \) is the same as in [7]

\[
\alpha(s_k) = 1 - e^{-(k[C(x_k)+\delta]^3)} \lambda(s_k). \quad (17)
\]

Note that the border function \( \lambda \in [0, 1] \) is used to ensure condition 3) in III, i.e., prevents the vehicles from leaving \( X \). The detailed construction of \( \lambda \) can be found in [7], where the thresholds have to be slightly modified to account for the new acceptance boundary \( X_{\nu} \). For \( \delta = 7.5 \cdot 10^{-8} \) and the tuning parameters fixed at \( k = 100, J = 0.7 \), the minimal acceptance probability is given by

\[
\epsilon = 1 - e^{-(k\delta)^3} = 0.01 \quad (18)
\]

The probability bound \( \epsilon \) is mainly introduced for the derivation of the convergence rate in (15), since the values of (16) will essentially never be equal to zero. One can assume that this holds also in practice as a concentration value of zero will possibly not appear in fluids and hence a small acceptance probability always exists.

A. Numerical Results

The distributions of the vehicle positions are used to localize the sources, where regions with higher density indicate their locations. Therefore, we study the effect of different bounds \( r_D \) for the noise on the shape of the numerically converged distributions, which can be treated as stationary, according to the theoretical results. Further we analyze the convergence rates under presence of noise. The error between two distribution is measured by the total variation distance (TV-distance), defined as half the \( L^1 \)-norm on a countable state space [13].

**Bound on the noise:** The noise \( w \) which is added to the movement of the vehicles reflects disturbances which push the vehicle away from its track and position. We assume that the bound \( r_D \) is small compared to the step size, but for robustness analysis we considered noise levels of \( r_D = \{ \frac{1}{5} vT, \frac{1}{2} vT, \frac{3}{5} vT \} \). For larger noise levels the distance between boundary of \( X \) and \( X_{\nu} \) becomes larger, creating a broader zone in which the vehicles are forced to turn. This can be observed for the extreme case of \( r_D = \frac{3}{5} vT \) in Figure 5, where the density increases on a circle whose radius becomes smaller for increasing noise levels. The annulus between this circle and the outer boundary has a low density since it is only visited by the vehicles if they are taken there by noise.

![Fig. 5: Top-down view of the discretized spatial distributions of 5 vehicles and 100000 hours run time. The red areas indicate a high density. The space \( X \) was gridded with 300 bins in each dimension. Left: noised bound \( r_D = 0m \), Right: \( r_D = 20m \).](image)

**Convergence rate:** The convergence rate \( \rho \) from Equation (15) is given as

\[
\rho = 1 - \nu_m(S) = 1 - e^{m} \nu_m(\mu_{Leb}(S)). \quad (19)
\]

Given the circular search space \( X \) the state space \( S \) is composed of a cylinder of height \( \vartheta_{\min} = \min_{\vartheta(x)} \vartheta(x) \) and two truncated cones of height \( h = 2\pi - \vartheta_{\min} \). Selecting the noise level to be \( r_D = 10m \), the minimal range of angles becomes \( \vartheta_{\min} = 2 \arccos \left( \frac{(5T)^2 + R^2 - (R-r_D)^2}{2vTR} \right) \approx 2.391 \).
The Lebesgue measure in (19) is then given by $\mu_{Leb}(S) \approx 2.969 \cdot 10^6$. We obtain the maximal number of steps $m = 21$ from Equation (10) with the parameter chosen before and the radius $R_s = R$. With the normalization factors $\gamma_X = \frac{314}{\pi}$ and $\gamma_{\theta} = \frac{2\pi}{3}$ and $\epsilon$ from (18) the convergence rate is $\rho = 1 - \left( \frac{1}{\gamma_X} \cdot \frac{1}{\gamma_{\theta}} \cdot \frac{1}{\epsilon} \right)^{m} \approx 1 - 3.384 \cdot 10^{-126}$. However, this rate is only of theoretical relevance, since it is bounded in a very conservative way.

The numerical results suggest a much faster convergence rate in practice. We can describe the linear behavior in the double-logarithmic plot of Figure 6 by

$$\log \|P^n(x, \cdot) - \pi\| \approx \log d - p \log n,$$

(20)

where $d$ is some constant. For the linear slope we obtain a value of $p \approx 0.5$ which corresponds to a sublinear convergence rate $\|P^n(x, \cdot) - \pi\| \approx \frac{d}{\sqrt{n}}$, which is independent of the noise level (see Figure 7).

![Fig. 6: TV-distances (in %) of distributions for 5 AUVs with respect to a distribution of 5 AUVs and $10^6$ hours. The red marks inside the boxes are the medians of each group. The edges show the 25th and 75th percentiles while outliers are plotted individually. For each group, 200 independent MC runs were simulated. The noise level is $\tau_D = 3 \text{m}$](image)

![Fig. 7: Comparison of convergence rates in TV-distance (in %) for different noise levels. Depicted are the medians from 200 independent MC runs of distributions for 5 AUVs with respect to a distribution of 5 AUVs and $n = 10^6 \cdot 180$](image)

VIII. CONCLUSIONS AND FUTURE WORKS

We presented an extension to our previously developed method for localization of sources, applicable to search scenarios for autonomous vehicles. The existence results of an invariant distribution hold in the presence of noise. We provided convergence guarantees for the MCMC-algorithm, by showing that the algorithm converges uniformly to a unique stationary distribution. Having established the theoretical foundations, a performance comparison to other approaches can be conducted next to motivate the practical use. The numerical results suggest a sublinear convergence rate with the square root of the number of steps. Investigation on this convergence rates will be subject to further research. Preliminary results indicate that the algorithm performs reliable with the same rate under measurement noise. Future work will mainly involve the improvement of the convergence, by including a cooperation scheme based on communications among the vehicles as well as different proposal schemes.
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