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Abstract—We analyze the relationship between classification performance (i.e., the mutual information and the probability of misclassification) and sensor abilities. The analysis suggests an effective region of sensor space that can improve the classification performance when multiple measurements are to be taken sequentially, and possible sensor allocation strategies are discussed. Based on the analysis, we apply the sensing strategies to a UAV path planning problem where the sensor performance depends on the relative position (i.e., range and azimuth) of the UAV with respect to the object of interest. Specifically, we use two sliding mode controllers, each of which accounts for a particular sensing strategy, with a hybrid-system switching scheme. We validate our approach with numerical simulation results.

I. INTRODUCTION

Unmanned Air Vehicles (UAVs) are used for Intelligence, Surveillance and Reconnaissance missions (ISR) in the U.S. Air Force [1]. UAVs collect data containing information about suspicious objects of interest and a decision is made as to whether the object of interest is a threat or not. This process is a binary classification.

A. Motivation

ISR missions involve information gathering and decision making. However, according to [2], “natural human capacities are becoming increasingly mismatched to the enormous data volumes, processing capabilities, and decision speeds that technologies either offer or demand.”

One feature of UAVs is their ability to move in physical space, allowing more than one picture to be taken about the same object; however, as we will show, increasing the amount of information about an object may not improve classification performance. In this paper, we study strategies for path planning for UAVs and sensors using kinematic decisions that collect sufficient information about objects yet simultaneously improve classification performance.

B. Problem description

The problem is a simplified ISR mission scenario: a UAV is commanded to observe a geographic area which contains a non-moving object of interest. The UAV takes measurements to obtain more information and decides whether the object of interest is an enemy or not. The process can be treated as a binary classifier. We are interested in:

1) How to improve the classification performance by controlling sensor abilities.

2) If sensor abilities are related to the UAV’s kinematic decisions, how to control the UAV trajectory to improve the classification performance.

C. Literature review and previous work

While the literature review portion has been reduced due to the space limits, a list of publications can be found in the Reference section [3], [4], [5], [6], [7], [6], [7], [8], [9], [10], [11].

In previous work, we have been investigating path planning problems with a particular interest in the coupling between decision-making (e.g., classification) and kinematic decisions of a mobile agent. Specifically, we posed the path planning problem as a constrained-optimization problem with various cost functions, such as Bayes risk [12], Shannon’s mutual information [13], and the probability of error [14], where the optimizer is a sequence of kinematic decisions. In [15], we proposed a heuristic that returns a feasible solution to such an optimization problem.

D. Original contributions

The original contributions of this paper are as follows:

1) We analyze the relationship between classification performance and sensor abilities. The analysis suggests an effective region of sensor space that can improve the classification performance when multiple measurements are to be taken sequentially. Possible strategies for allocating sensor abilities are discussed.

2) Based on the analysis, we apply the sensing strategies to a UAV path planning problem where the sensor performance depends on the relative position (range and azimuth) of the UAV with respect to the object of interest. Specifically, we use two sliding mode controllers, each of which accounts for a particular sensing strategy, with a hybrid-system switching scheme. We validate our approach with numerical simulation results.

II. THEORETICAL BACKGROUND

1) Classifiers: A decider $D$ is a deterministic mapping defined on a set of data into truth values, i.e.,

$$D: \{\text{data}\} \rightarrow \{T,F\}.$$ 

Processing of the data requires two abilities: recognizing truth out of truth (rate of true positives) and falsehood out of falsehood (rate of true negatives). These abilities are characterized by two independent parameters, $\sigma_T$ and $\sigma_F$, respectively. Note that these parameters are entries in the confusion matrix in signal detection theory [16].
2) Probabilistic modeling: Let $X$ be a discrete random variable that denotes the category of objects of interest that can take two realizations: either $T$ or $F$.¹ There is a probability associated with the event that $X$ be one of the realizations given as,

$$P(X = T) = u, \quad P(X = F) = 1 - u,$$  \hspace{1cm} (1)

where $u \in [0, 1]$. We denote $u$ as the prior probability and it represents the proportion of $T$ objects among the objects of interest.

The likelihood of the object property given the object category is modeled by conditional probabilities. For two-option object categories and two-option object properties, the conditional probabilities are given as,

$$P(Y = Y_1|X = F) = \sigma_F, \quad P(Y = Y_2|X = F) = 1 - \sigma_F,$$

$$P(Y = Y_2|X = T) = \sigma_T, \quad P(Y = Y_1|X = T) = 1 - \sigma_T, \hspace{1cm} (2)$$

where $\sigma_F, \sigma_T \in [0.5, 1]$, 0.5 means pure guess and 1 means perfect sensor measurement.

3) Mutual information: Given two random variables $(X$ and $Y)$, Shannon's mutual information [3] describes the uncertainty reduction in one of the random variables $(X)$ by observing another $(Y)$, i.e.,

$$I(X; Y) = H(X) - H(X|Y).$$  \hspace{1cm} (3)

The mutual information $(I)$ and the probability of misclassification $(P_m)$ can be expressed in terms of $\sigma_T$ and $\sigma_F$ (defined in Eq. (2)), and are given as:

$$I(X; Y) = -u \log u - (1 - u) \log (1 - u)$$

$$+ (1 - \sigma_T) u \log \left( \frac{(1 - \sigma_T) u}{(1 - \sigma_T) u + \sigma_F(1 - u)} \right)$$

$$+ \sigma_F(1 - u) \log \left( \frac{\sigma_F(1 - u)}{\sigma_T u + (1 - \sigma_T)(1 - u)} \right)$$

$$+ \sigma_T u \log \left( \frac{\sigma_T u}{\sigma_T u + (1 - \sigma_T)(1 - u)} \right)$$

$$+ (1 - \sigma_F)(1 - u) \log \left( \frac{(1 - \sigma_F)(1 - u)}{\sigma_T u + (1 - \sigma_T)(1 - u)} \right),$$  \hspace{1cm} (4)

4) Maximum likelihood classification: The maximum likelihood classification is a decision rule determined by a threshold applied on posterior probabilities. Let $O_s \in \{T, F\}$ be a decision variable that follows

$$O_s = \begin{cases} 
T & \text{if } \frac{P(X = T|Y = Y_1)}{P(X = T|Y = Y_2)} > 1, \ j = 1, 2, \\
F & \text{if } \frac{P(X = T|Y = Y_1)}{P(X = T|Y = Y_2)} \leq 1, \ j = 1, 2,
\end{cases} \hspace{1cm} (5)$$

where Bayes’ rule provides the posterior probability of $X$ given $Y$.

5) Probability of misclassification: The probability of misclassification is the sum of the probabilities of the two faulty outcomes (i.e., false positives and false negatives):

$$P_m = P(O_s = T \land X = F) + P(O_s = F \land X = T).$$  \hspace{1cm} (6)

Under some reasonable assumptions, $P_m$ can be derived as a function of $\sigma_T$, $\sigma_F$, and $u$ which is presented following equation. The derivation can be found in [17].

$$P_m = \delta_T(f_2)(1 - \sigma_F)(1 - u) + \delta_F(f_1)\sigma_F(1 - u)$$

$$+ \delta_F(f_2)\sigma_T u + \delta_T(f_1)(1 - \sigma_T)u,$$  \hspace{1cm} (7)

respectively.²

III. MOTIVATIONAL ANALYSIS

In this section, we analyze the performance metrics $(I$ and $P_m$) with respect to the sensor performance parameters $(\sigma_T$ and $\sigma_F$) through numerical simulation. The simulation is performed under the following assumptions:

1) A single UAV and an non-moving object of interest are present in the given area.
2) The prior information is un-informative, i.e., $u = 0.5$.
3) When multiple measurements are taken, they are taken sequentially, not as a batch.

The one measurement case is shown in Fig. 1(a). The solid curve lines represent the level of information and the solid straight lines represent the probability of misclassification. The abscissa is $\sigma_T$ and the ordinate is $\sigma_F$. We call this 2-dimensional space the sensor space. Fig. 1(b) shows a detailed zoom of the contour region that was shown in Fig. 1(a). There are three markings on the contour (a triangle, a square, and a cross), each indicating a different level of $I$ and $P_m$ in Fig. 1(b).

Observation 1. In Fig. 1(b), beginning at the cross and following the probability of misclassification level curve towards the square, although the $I$ has increased, the $P_m$ remains constant $(P_m = 0.25, I = 0.19 \rightarrow P_m = 0.25, I = 0.2)$.

Observation 2. In Fig. 1(b), beginning at the square and following the information level curve towards the triangle, although the $I$ is constant, the $P_m$ has increased $(P_m = 0.25, I = 0.2 \rightarrow P_m = 0.27, I = 0.2)$.

These observations demonstrate that increasing the $I$ does not always imply decreasing the $P_m$. We call this the counter-intuitive phenomenon.

Analysis to multiple measurements is shown in Fig. 2. We liberally choose the $\sigma$ set for first measurement as [0.8, 0.8]. For the second measurement, we can vary the sensing abilities from 0.5 to 1. Fig. 3 shows the corresponding planar analysis as a function of the sensor performance parameters.

Observation 3. In Fig. 3, we find that if both sensor abilities dropped, the $I$ increases and $P_m$ stays the same as after the first measurement. We call this the increasing information

¹Note that “$T$” and “$F$” can be interpreted as “True” and “False”, respectively, or as “Threat” and “Friend”. The subsequent theory does not require choosing an interpretation.

²The performance measures for multiple measurements are omitted from presenting due to their lengthy derivation and form. The derivation can be found in [14].
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Fig. 1. Planar analysis for one-measurement case. The red dashed line is where $\sigma_T = \sigma_F$.

(b) Zoomed Fig. 1(a)
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Fig. 2. Planar analysis concept for multiple measurements

and constant error region, which is marked in red in the lower left corner of the figure.

Observation 4. In Fig. 3, the lower right and upper left corner are where one of the $\sigma_i$ increased but the other one decreased. In these two regions, we find that the counter-intuitive phenomenon occurs only below two slanting tangent lines crossing at the initial point, which are marked in green. If the sensor abilities move close to these regions, it will be difficult to increase classification performance.

Note that if initial $\sigma_T$ and $\sigma_F$ are picked differently, the observations for both cases will still hold. The planar analysis suggests the following:

Rule 1. For the single measurement case, improving $\sigma_T$ and $\sigma_F$ simultaneously can prevent the counter-intuitive phenomenon.

Rule 2. For the two-measurement or multiple measurements cases, we can find a error-free region based on the priori probability and initial sensing abilities.

These two rules allow us to improve the classifier performance while collecting more information.

IV. APPLICATION TO PATH PLANNING PROBLEM

In this section, we formulate and solve a path planning problem where we exploit the planar analysis results from the previous section. To formulate the problem, we utilize a simple unicycle model for the UAV kinematics and create a sensor model that depends on the relative position between the UAV and the object of interest.

A. Models

1) Kinematics: The UAV kinematics follow the unicycle model,

$$
\begin{align*}
\dot{x} &= V \cos \psi, \\
\dot{y} &= V \sin \psi, \\
\dot{\psi} &= \mu,
\end{align*}
$$

(8)
where \( x \in \mathbb{R} \) and \( y \in \mathbb{R} \) represent the position of the UAV with respect to the target-fixed frame (shown in Fig. 4), \( V \) is the velocity of the UAV, \( \psi \in [0, 2\pi] \) is the heading angle, and \( \mu \) is the control input. Since we assume that the velocity is constant, the only control input is the UAV turning rate \( \mu \).

2) Sensor: The sensor model assumes that the sensor performance depends on the relative position between the UAV and the object of interest, specifically, the performance degrades as the range between the two increases. Following our previous work [13], we use a sensor model that also degrades as the range between the two increases.

The sensor model can be broken down into two parts: range function and azimuth angle function. \( x \) and \( y \) are as in (13), the target is fixed at the origin and we assume that the sensor is always pointing to the target regardless the UAV heading angle. Two coefficients are introduced to characterize of the sensor: one is the range coefficient, denoted as \( a \in \mathbb{R} \), and the other is the azimuth coefficient, denoted as \( b \in [0, 1] \).

The range function depends on the distance from the UAV to the target. When the UAV moves within the range \( a \), the range function is proportional to the relative distance. When the UAV gets closer and closer to the object within the focus range, the sensing ability decreases. We have the maximum sensing abilities at the focus range distance.

For \( \sigma_T \), the range function \( q_T(x, y) \) is:
\[
q_T(x, y) = \begin{cases} \frac{\sqrt{(\frac{1}{2}x^2+y^2)^2(1-b)}}{a(x-h)} + b & \text{if } \sqrt{(\frac{1}{2}x^2+y^2)^2} < a, \\ \frac{\sqrt{(\frac{1}{2}x^2+y^2)^2} + b} & \text{else}. \end{cases}
\]
For \( \sigma_F \), the range function \( q_F(x, y) \) is:
\[
q_F(x, y) = \begin{cases} \frac{\sqrt{(\frac{1}{2}x^2+y^2)^2(1-b)}}{a(x-h)} + b & \text{if } \sqrt{(\frac{1}{2}x^2+y^2)^2} < a, \\ \frac{\sqrt{(\frac{1}{2}x^2+y^2)^2} + b} & \text{else}. \end{cases}
\]

Let \( \theta \in [0, 2\pi] \) be the azimuth of the UAV. The azimuth function \( p(\theta) \) is the same for both \( \sigma \),
\[
p(\theta) = (1 - \frac{b}{2}) \cos(\theta) + \frac{b}{2}
\]
where \( \theta = \arctan(\frac{y}{x}) \).

The sensor function is the product of the range and the azimuth angle functions:
\[
\sigma_T = q_T(x, y) \cdot p(\theta), \quad \sigma_F = q_F(x, y) \cdot p(\theta).
\]

Fig. 5 shows the contour plot for \( \sigma_T \) in the \( x-y \) plane for \( a = 10 \) and \( b = \sqrt{0.5} \). For \( \sigma_f \), the contour plot is identical to that of \( \sigma_T \), except for the orientation. Note in Fig. 5 that these two functions are symmetric for convenience. The sensing abilities can also be modeled based on other factors, such as shape of the target, environment, signal-to-noise ratio and power distribution.

\[
\begin{align*}
\text{Fig. 5. } \sigma_T & \text{ contour plot in } x-y \text{ plane} \\
\end{align*}
\]

B. Problem formulation

Since the sensor abilities are functions of relative distances and azimuth angle, controlling the flight path results in changing sensor abilities. Given the UAV kinematic and sensing functions, the problem is to generate a consistent flight path, i.e., a flight path along which the amount of information increases and probability of misclassification decreases. We treat the sensor function as a manifold and apply sliding mode control [18] to solve the problem.

C. Sliding mode controller design

Assume the sensor model function is continuously differentiable and has the following form:
\[
\sigma_i = g_i(x, y), \quad i \in \{T, F\}.
\]
Taking the derivatives of the sensor functions, we obtain:
\[
\begin{align*}
\sigma_i &= \frac{\partial g_i}{\partial x} x + \frac{\partial g_i}{\partial y} y, \\
\sigma_i &= \frac{\partial^2 g_i}{\partial x^2} x^2 + 2 \frac{\partial^2 g_i}{\partial x \partial y} xy + \frac{\partial^2 g_i}{\partial y^2} y^2 + \frac{\partial g_i}{\partial x} x + \frac{\partial g_i}{\partial y} y.
\end{align*}
\]

Given below are the sliding mode control derivations for approach and push modes, which are denoted as \( \mu_a \) and \( \mu_p \), respectively.

1) Approach to the sliding surface: The goal is to equalize \( \sigma_T \) and \( \sigma_F \). We start by defining \( \sigma_T \) and \( \sigma_F \) as state variable \( \eta \) and the desired state \( \eta_d \), respectively:
\[
\eta = \sigma_T, \quad \eta_d = \sigma_F.
\]
Let $e$ be the error vector such that
\[ e = \eta - \eta_d. \] (16)

Selecting the sliding surface to be
\[ S = \dot{e} + Ke, \] (17)

Where $K$ is a positive number.

If $S$ goes to zero, we have exponentially decreasing error dynamics, at the rate set by $K$, a tuning parameter. Rewriting the equation for $S$, we have
\[ S = \dot{\eta} - \eta_d + Ke. \] (18)

Taking the derivative of $S$,
\[ \dot{S} = \ddot{e} + K \dot{e}. \] (19)

Let the sliding surface be $\dot{S} = -\Lambda S$, where $\Lambda$ is a positive number. Then we obtain the control input $\mu$ by manipulating the equation.
\[ \dot{\sigma}_T - \dot{\sigma}_F + K(\dot{\sigma}_T - \dot{\sigma}_F) = -\Lambda(\sigma_T - \sigma_F) - \Lambda K(\sigma_T - \sigma_F) \]

Expanding the double derivative of $\sigma_i$, we obtain
\[ \mu_i(\frac{\partial \sigma_i}{\partial x} - \frac{\partial \sigma_i}{\partial x})V \sin(\psi) + (\frac{\partial \sigma_i}{\partial y} - \frac{\partial \sigma_i}{\partial y})V \cos(\psi)) \]
\[ = -(\Lambda + K)(\dot{\sigma}_T - \dot{\sigma}_F) - \Lambda K(\sigma_T - \sigma_F) - r_T + r_F. \] (20)

Solving for $\mu$
\[ \mu_a = \frac{-(\Lambda + K)(\dot{\sigma}_T - \dot{\sigma}_F) - \Lambda K(\sigma_T - \sigma_F) - r_T + r_F}{-(\frac{\partial \sigma_i}{\partial x} - \frac{\partial \sigma_i}{\partial x})V \sin(\psi) + (\frac{\partial \sigma_i}{\partial y} - \frac{\partial \sigma_i}{\partial y})V \cos(\psi)}. \] (21)

This is the approach of the controller which attempts to achieve $\sigma_T = \sigma_F$. The next mode attempts to maximize both $\sigma_{\parallel}$.

2) Push towards the maximum: We want to control $\sigma_T$ to reach maximum value. Starting from
\[ \eta = \sigma_T + \sigma_F, \]
\[ \eta_d = 2, \] (22)

we define $e$ to be the error vector, and $S$ to be the sliding surface as in the previous derivation. Again let the sliding surface be $\dot{S} = -\Lambda S$, which yields the control input
\[ \mu_p = \frac{-(\Lambda + K)(\dot{\sigma}_T + \dot{\sigma}_F) - \Lambda K(\sigma_T + \sigma_F) - 2 - r_T - r_F}{-(\frac{\partial \sigma_i}{\partial x} + \frac{\partial \sigma_i}{\partial x})V \sin(\psi) + (\frac{\partial \sigma_i}{\partial y} + \frac{\partial \sigma_i}{\partial y})V \cos(\psi)}. \] (23)

**D. Hybrid system design**

Since our goal is to increase $\sigma_T$ and $\sigma_F$ simultaneously, two feedback control laws (21), (23) have to work together. To achieve this, we introduce a hybrid system for the UAV flight control where an error state $e = \sigma_T - \sigma_F$ provides the condition for switching modes. When the difference between the two $\sigma_{\parallel}$ is greater than a threshold, the system uses the approach feedback to place the UAV at a state that minimizes the difference. Fig. 6 shows the schematic view of the hybrid system.

**V. NUMERICAL SIMULATION RESULTS**

In this section, we present some numerical simulation results using the sliding mode controller with the hybrid switching law. The UAV has a constant speed of 1.3 unit distance/sec and a turn rate input limitation of 30 deg/sec. Initially, the UAV enters the suspicious area ([60 90] facing the target) and flies until $t = 40$sec before taking the first measurement. For the single measurement case, we plot the $x - y$ position space in Fig. 7(a). Units of $x$ and $y$ are normalized distance units. Based on Rule 1, the controller pushes both $\sigma_{\parallel}$ to the maximum to avoid a false improvement in classification performance. Fig. 7(b) shows the trajectory in the sensor space. (threshold = 0.2 for hybrid system) Before any measurement is taken, Fig. 7(c) shows the mutual information and probability of misclassification and does not show the counter-intuitive phenomenon.

We assume that the UAV will take the first measurement instantly after 40 seconds, and continue to move 40 seconds as shown in Fig. 7(d), before the second measurement is taken. The flight plan for the second time interval is generated by the hybrid system and follows Rule 2. The $\sigma_T$ and $\sigma_F$ are updated and used to calculate the second measurement sensor space. Since we want to increase both $\sigma_{\parallel}$ before the second measurement, given the characteristics of the sensor function, the UAV will fly towards the object.

Hybrid system with 0.1 threshold keeps the trajectory within the effective region in the sensor space as shown in Fig. 7(e). In Fig. 7(d), we can see that the UAV is gradually moving toward the line where $\sigma_T = \sigma_F$. When it is within the sensor focus range to the object, it turns away from it while trying to stay close to the line. We successfully limit the $\sigma_{\parallel}$ such that there is no counter-intuitive phenomenon in Fig. 7(f), i.e., we are not decreasing $I$ while increasing $P_n$. The difference between the two $\sigma_{\parallel}$ is limited by the system and inside the sensor space, the trajectory is within the upper right corner which is the region shown effective in the planar analysis. In Fig. 7(f), there is a discontinuity at $t = 40$sec, because the UAV gains knowledge after the first measurement. Throughout the simulation, the controller successfully improves the classifier performance and collects more information.

**VI. CONCLUSION & FUTURE WORK**

In this paper, we have investigated the relation between classification performance and kinematic decisions. Analysis
showed that increasing $I$ did not necessarily improve $P_m$ and suggests two rules to avoid the phenomenon. Sensor abilities were introduced as functions of relative position and azimuth angle. Applied Sliding mode control for controlling sensor abilities in a path planning application. The results for this particular sensor function successfully showed both increasing information and improved classification performance.

In the future, the sensor function will be modified. It will may not necessarily only be related to the relative position and angle, e.g., sensor abilities can be based on properties of each object. Multiple-measurement case, geometric analysis in the sensing space and finding a mathematical representation of the effective region will be studied in the future.

REFERENCES