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**Abstract**—This work treats the problem of generating any desired goal propagator for a driftless quantum system that evolves on the unitary group $U(n)$. The physical relevance of such control problem is the realization of arbitrary quantum gates in quantum computers. Assuming only the controllability of the system, the paper constructs explicit stochastic control laws that assure global asymptotic convergence of the propagator of the system towards the goal propagator. The purpose of introducing a stochastic behaviour in the controls is to speed up convergence. The control strategy can be rigorously proved based on Lyapunov feedback and stochastic techniques. The controls laws rely on a reference trajectory that crosses the desired goal propagator in a time-periodic fashion and such that its corresponding linearised system generates the Lie algebra $u(n)$. Their existence is ensured by the Return Method of Coron, and standard Fourier series results allows them to be explicitly constructed.

I. INTRODUCTION

This paper summarizes some results of the authors in [14]. Consider a controllable driftless quantum system of the form

$$
\dot{X}(t) = -i \sum_{k=1}^{m} u_k(t) S_k X(t) = \sum_{k=1}^{m} u_k(t) H_k X(t), \quad X(0) = I,
$$

(1)

where $X(t) \in U(n)$ is the state (the propagator), $U(n)$ is the unitary group of $n$-square complex matrices, $I$ is the identity matrix, $i \in \mathbb{C}$ is the imaginary unit, $u_k \in \mathbb{R}$ are the controls, $H_k = -i S_k \in u(n)$, and $u(n)$ is the Lie algebra associated to the Lie group $U(n)$. Recall that $u(n)$ corresponds to the real vector space of all skew-Hermitian $n$-square complex matrices, and that $U(n)$ is an embedded manifold in the real Banach space $M^n$ of all $n$-square complex matrices endowed with the Frobenius (Euclidean) norm. The controllability assumption means that the Lie algebra generated by the $H_k$’s coincides with $u(n)$ [8], [11]. Choose any desired goal propagator $X_{\text{goal}} \in U(n)$. The control problem is to find bounded continuous open-loop controls $t \geq 0 \mapsto u_k(t) \in \mathbb{R}$ steering $X(t)$ from initial condition $X(0) = I$ to an arbitrary small neighbourhood of $X_{\text{goal}}$ in some finite time $T > 0$.

This work provides a solution merging Lyapunov feedback and stochastic methods (see Theorem 1 in Section II).

In quantum control theory, systems of the form (1) with a nonzero drift term $H_0 X$ correspond to the propagator associated to a bilinear control system that evolves on the unit sphere $\mathbb{S}^{n-1}$ in $\mathbb{C}^n$ (see e.g. [1, p. 1], [7, p. 26]). Under certain conditions, a standard technique to eliminate the drift term is to apply a global time-varying change of coordinates (the interaction picture) followed by the rotating wave approximation (RWA). The resulting system is driftless and has the form (1).

It follows from the principles of quantum mechanics that the Schrödinger equation determines the quantum dynamics as long as the system remains isolated from external measurements. When a measurement is made on the quantum system, its state collapses. Therefore, feedback control techniques cannot be directly applied. Although the proposed solution of the steering problem here treated determines feedback control laws $u_k = u_k(X, t)$ that depend on $X$ and on time $t$, in practice its control values $u_k(t) = u_k(X(t), t)$ should be computed off-line by numerical integration of (1).

In the case of quantum systems consisting of $n$-qubits, the control problem considered in this paper for the associated propagator (after the RWA in the interaction picture) allows one to generate in an approximate manner arbitrary quantum logic gates that operate on $n$-qubits. The qubit (quantum bit) is the quantum analog of the usual bit in classical computation theory [12]. Thus the physical relevance of the present work lies in the realization of quantum gates for quantum computers.

There are known negative results in the literature with respect to the stabilization of driftless nonholonomic systems of the form $\dot{x} = \sum_{k=1}^{m} u_k f_k(x)$, where $x \in \mathbb{R}^n$ is the state, $u_k \in \mathbb{R}$ are the controls and $f_k$ are smooth mappings. If $m < n$ and $f_1(0), \ldots, f_m(0)$ are linearly independent, then the origin $x = 0$ cannot be stabilized by continuous time-invariant feedbacks $u_k = u_k(x)$ [16], [2]. However, one may stabilize such systems by means of smooth time-varying feedbacks $u_k = u_k(t, x)$ that are periodic in $t$ [3], [16] (see also [5], [6]).

Loosely speaking, this work constructs explicit control laws $u_k = u_k(X, t)$ that are $T$-periodic in $t$ in order to solve the steering problem of system (1), where $T > 0$ is arbitrary.

One points out that only the controllability of (1) is assumed; no additional hypothesis are required. The periodicity in the controls appears because one takes a $T$-periodic reference trajectory $(\bar{X}(t), \bar{u}_1(t), \ldots, \bar{u}_m(t), t \geq 0)$ of system (1) with initial condition $\bar{X}(0) = X_{\text{goal}}$ such that its associated
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linearised system generates the Lie algebra \( u(n) \). The control strategy relies on Lyapunov feedback to force the samples \( \tilde{X}(jT) \) of the tracking error\(^1\) \( \tilde{X}(t) = X(t) - \bar{X}(t) \) to asymptotically converge towards the identity matrix \( I \) as \( j \to \infty \). This is a global result with no singularities. Although the existence of such reference trajectory is ensured by the Return Method of Coron in [4] (see also [5], [6]), they are in general not explicitly known. In order to overcome this drawback, one makes use of standard Fourier series results to explicitly construct the desired reference trajectory.

Although not here exhibited, computer simulations indicated that the convergence of speed of \( \tilde{X}(jT) \) towards \( X_{goal} \) could be improved if one allowed the reference trajectory to vary stochastically while still crossing \( X_{goal} \) in a periodic fashion. With the aim of formalizing such heuristic result, the control strategy here proposed merges stochastic techniques into the Lyapunov feedback mentioned above. The development relies on a well-known result that can be considered as a stochastic version of Lasalle’s invariance principle (see Theorem 4 in Appendix B). To sum up, this paper completely solves the steering problem for system (1) based on a new stochastic Lyapunov feedback technique. The solution is established in Theorem 1, which is the main result of this work.

The control problem approached in the present paper can be seen as a motion planning problem. The latter was considered in [20] based on optimal control theory, solved in an approximate manner in [11] with the use of averaging techniques (see also [17] for the case of quantum systems), treated in [13] for a single qubit quantum system on \( SU(2) \) by means of a flatness approach, and studied in [18], [19] for driftless controllable systems that evolve on \( SU(n) \). Based on decompositions of the Lie group \( SU(n) \), [7] (see also the references therein) considers the problem of finding piecewise-constant inputs \( u_k : [0, T_f] \to \mathbb{R} \) that steer the state of systems of the form (1) with a drift term \( H_0 \) of an arbitrary final state \( \bar{X} \in SU(n) \) in some finite instant of time. Furthermore, [7] also treats the problem of reaching a given final state in minimum time. Lyapunov stabilization of quantum systems have been analysed in [7] (see also the references therein), [9] and [22], for instance. The solution proposed in this work provides constructive explicit controls with no singularities and no further assumptions besides the controllability of (1).

The layout of the paper is as follows. Section II develops the proposed stochastic Lyapunov technique for the steering problem of system (1), and Section III presents the conclusions and discusses future work.

II. A STOCHASTIC LYAPUNOV FEEDBACK

Consider system (1). Take \( T > 0 \) and set \( \omega = 2\pi / T \). Fix an integer \( M > 0 \) and let \( a_{k,\ell} \in \mathbb{R} \) for \( k = 1, \ldots, m \), \( \ell = 1, \ldots, M \). Consider the \( T \)-periodic continuous reference

\[
\bar{u}_k(t) = \sum_{\ell=1}^{M} a_{k,\ell} \sin(\ell \omega t), \quad t \in \mathbb{R}, \quad k = 1, \ldots, m
\]

and the associated reference trajectory \( \tilde{X}(t) \in u(n) \), \( t \in \mathbb{R} \), solution of

\[
\tilde{X}(t) = \sum_{k=1}^{m} \bar{u}_k(t)H_k \tilde{X}(t), \quad \tilde{X}(0) = X_{goal} \in u(n)
\]

This means that \( \tilde{X}(t) \) is the solution of (1) with \( u_k = \bar{u}_k \) and initial condition \( X_{goal} \) at \( t = 0 \). Since \( \bar{u}_k(T-t) = -\bar{u}_k(t) \) for \( t \in \mathbb{R} \), one has \( \tilde{X}(t) = \tilde{X}(T-t) \) for \( t \in \mathbb{R} \), and thus \( \tilde{X}(jT) = X_{goal} \) for all \( j \in \mathbb{N} \) (see [6] for details). Therefore, \( \tilde{X}(t) \) is \( T \)-periodic.

The tracking error \( \tilde{X}(t) = X(t) - \bar{X}(t) \) obeys

\[
\dot{\tilde{X}}(t) = \sum_{k=1}^{m} \bar{u}_k(t)H_k \tilde{X}(t), \quad \tilde{X}(0) = X_{goal}
\]

\(\text{where} \) \( \bar{u}_k = u_k - \bar{u}_k \), and \( H_k(t) = X(t)H_kX(t) \in u(n) \) depends on \( t \in \mathbb{R} \) and is \( T \)-periodic. The goal is to globally stabilize \( \tilde{X} \) towards the identity \( I \). In order to accomplish this, one will choose a suitable Lyapunov function \( V(\tilde{X}) \) to measure the distance from \( \tilde{X} \) to the identity matrix \( I \).

Let \( \mathcal{W} \subset u(n) \) be the set of \( \tilde{X} \in u(n) \) which have all eigenvalues different from \(-1\). It follows from standard results on continuity of eigenvalues that \( \mathcal{W} \) is open in \( u(n) \).

Denote by \( \mathbf{H} \) the (real) vector space of all Hermitian \( n \)-square complex matrices and consider the map\(^2\)

\[\mathcal{W} \ni \tilde{X} \mapsto \Upsilon(\tilde{X}) = \frac{\tilde{X} - I}{\tilde{X} + I} \in \mathbf{H}.\]

One has that \( \Upsilon : \mathcal{W} \to \mathbf{H} \) is a well-defined smooth map on the open submanifold \( \mathcal{W} \) of \( u(n) \). Indeed, writing

\[\Upsilon(\tilde{X}) = \frac{\tilde{X} - \tilde{X}^{\dagger} \tilde{X}}{\tilde{X} + \tilde{X}^{\dagger} \tilde{X}},\]

one gets

\[\Upsilon(\tilde{X})^\dagger = -i (\tilde{X} - \tilde{X}^{\dagger})^{\dagger} = -i (I - \tilde{X}^{\dagger}) \tilde{X}^\dagger ((I + \tilde{X}) \tilde{X}^\dagger)^{-1} = i(\tilde{X} - I)(I + \tilde{X})^{-1} = \Upsilon(\tilde{X}).\]

For \( \tilde{X} \in \mathcal{W} \), the distance to \( I \) is measured by the Frobenius norm of \( \Upsilon(\tilde{X}) \):

\[\sqrt{\Upsilon(\tilde{X})} \triangleq \text{Tr} \left( \Upsilon(\tilde{X}) \Upsilon(\tilde{X})^\dagger \right) = -\text{Tr} \left( \frac{(\tilde{X} - I)^2}{(\tilde{X} + I)^2} \right) \geq 0. \]

Note that \( \sqrt{\Upsilon} : \mathcal{W} \to \mathbb{R} \) is smooth and non-negative. Moreover, \( \sqrt{\Upsilon}(\tilde{X}) = 0 \) implies \( \tilde{X} = I \). One will impose that \( \sqrt{\Upsilon} \leq 0 \).

\(^1\)The symbol \( \dagger \) denotes the conjugate transpose.

\(^2\)Given \( A, B \in M^n \) with \( B \) invertible and \( AB^{-1} = B^{-1}A \) (i.e. \( A \) and \( B^{-1} \) commute), one defines \( A/B \triangleq AB^{-1} = B^{-1}A \). It is easy to see that \( A \) and \( B^{-1} \) commute whenever \( A \) and \( B \) commute.
Using $\operatorname{Tr}(AB) = \operatorname{Tr}(BA)$, standard computations yield, for $(\tilde{X}, t) \in \mathcal{W} \times \mathbb{R}$,
\[
\dot{\mathcal{V}}(\tilde{X}, t) \triangleq \frac{d}{dt} \mathcal{V}(\tilde{X})
= -4 \sum_{k=1}^{m} \tilde{u}_k \operatorname{Tr} \left( \tilde{X}(\tilde{X} - I)(\tilde{X} + I)^{-3} \tilde{H}_k(t) \right).
\]
Choose any (constant) feedback gains $f_k > 0$. Then the feedbacks
\[
\tilde{u}_k(\tilde{X}, t) = f_k \operatorname{Tr} \left( \tilde{X}(\tilde{X} - I)(\tilde{X} + I)^{-3} \tilde{H}_k(t) \right)
\]
make
\[
\dot{\mathcal{V}}(\tilde{X}, t) = -4 \sum_{k=1}^{m} f_k \operatorname{Tr} \left( \tilde{X}(\tilde{X} - I)(\tilde{X} + I)^{-3} \tilde{H}_k(t) \right)^2 \leq 0,
\]
(7)
for $t \in \mathcal{W} \times \mathbb{R}$, and hence ensure that $\mathcal{V}(\tilde{X}(t))$ is non-increasing. The fact that the closed-loop system (4),(6) is only defined on $\mathcal{W} \subset U(n)$ is not a problem because the goal protagonist $X_{\text{goal}}$ is defined up to a global phase: there always exists $\theta \in [0, 2\pi)$ such that $e^{i\theta} X_{\text{goal}} \in \mathcal{W}$. Furthermore, $\mathcal{W}$ is a positively invariant set, i.e. for every initial condition $\tilde{X}(t_0) = \tilde{X}_{t_0} \in \mathcal{W}$ at $t = t_0 \in \mathbb{R}$, the corresponding solution $\tilde{X}(t)$ evolves on $\mathcal{W}$ and is defined for every $t \geq t_0$. Indeed, $\tilde{X}(t)$ remains in the compact set $K = \{ \tilde{X} \in \mathcal{W} \mid 0 \leq \mathcal{V}(\tilde{X}) \leq \mathcal{V}(\tilde{X}_{t_0}) \}$ (see Appendix A for details).

Therefore, up to a global phase change on $X_{\text{goal}}$, one can always assume that $X_{\text{goal}} \in \mathcal{W}$, and the closed-loop system (4),(6) is smooth on $\mathcal{W} \times \mathbb{R}$. The controls $\tilde{u}_k(t) = \tilde{u}_k(\tilde{X}(t), t)$ are defined for all $t \geq 0$, and they are also uniformly bounded on $\mathbb{R}$, since $\tilde{X}(t)$ evolves on the compact set $K = \{ \tilde{X} \in \mathcal{W} \mid 0 \leq \mathcal{V}(\tilde{X}) \leq \mathcal{V}(\tilde{X}_{t_0}) \}$ in $\mathcal{W}$, the map $\mathcal{W} \ni \tilde{X} \mapsto \tilde{X}(\tilde{X} - I)(\tilde{X} + I)^{-3} \in \mathbb{R}^m$ is smooth, and $H_k(t)$ is $T$-periodic (and thus is bounded).

In the sequel, the tracking error $\tilde{X}(t)$ is sampled with sampling period $T$ in order to apply stochastic Lyapunov stability results that will assure that $\lim_{j \to \infty} \tilde{X}(jT) = I$. For each sampling interval $[jT, (j + 1)T]$, $j \in \mathbb{N}$:

- At the time instant $t = jT$, one chooses the amplitudes $a_{k,j}^l \in \mathbb{R}_+$ of the reference controls $\tilde{u}_k(t)$ in (2) for $t \in [jT, (j + 1)T]$ in an independent stochastic manner following a uniform distribution on the interval $[-a_{\text{max}}, a_{\text{max}}]$, where $a_{\text{max}} > 0$ will be chosen afterwards. More precisely, assume the Lebesgue probability measure on $A = [-a_{\text{max}}, a_{\text{max}}]$. Let $\alpha_{j} \in \{ a_{k,j} \}$.

The resulting bounded continuous reference controls are
\[
\tilde{u}_k(t) = \sum_{l=1}^{M} a_{k,j}^l \sin(\ell \omega t),
\]
for $t \in [jT, (j + 1)T]$, $j \in \mathbb{N}$, $k = 1, \ldots, m$.

- One defines similarly the reference trajectory $\tilde{X}(t)$, the tracking error $\tilde{X}(t)$ and the feedbacks $\tilde{u}_k(t)$ by taking $\tilde{a}_k(t)$ in (8).

One lets $\tilde{X}_j = \tilde{X}(jT) \in \mathcal{W}$ for $j \in \mathbb{N}$.

The vector field of the closed-loop system (4),(6) with (2) depends smoothly on the reference controls parameters $a_{k,j}^l$. Recall that $H_k(t) = \tilde{X}(t)H_k(\tilde{X}(t))$, where the reference trajectory $\tilde{X}(t)$ is the solution of (3) with the reference controls $\tilde{a}_k(t)$ in (2). Let $D = \mathbb{R} \times \mathcal{W} \times \mathcal{W}^m \to \mathcal{W}$ be the (parameter dependent) smooth global flow of the closed-loop system (4),(6),(2), where $D \subset \mathbb{R} \times \mathcal{W} \times \mathcal{W}^m$ is open. This means that
\[
\tilde{X}(t) = \Lambda(t, t_0, \tilde{X}, a) \in \mathcal{W},
\]
for $t \in D(t_0, \tilde{X}, a) = \{ t \in \mathbb{R} \mid (t, t_0, \tilde{X}, a) \in D \} \supset [t_0, \infty)$, is the maximal solution of system (4),(6),(2) with initial condition $\tilde{X}(t_0) = \tilde{X}_{t_0} \in \mathcal{W}$ at $t = t_0$ and reference controls parameters $a_j \in \mathbb{R}^m$. In particular, the map $\mathcal{W} \ni \tilde{X} \mapsto \tilde{X}(T, 0, \tilde{X}, a) \in \mathcal{W}$ is continuous. Since system (4),(6),(2) is $T$-periodic in $t$, one has that $\Lambda(t + J, t, \tilde{X}(t), a) = \Lambda(t, 0, \tilde{X}, a)$ for every $t \geq 0$, $j \in \mathbb{N}$, $(\tilde{X}, a) \in \mathcal{W} \times \mathbb{R}^m$ [21, p. 143].

The reasoning above implies that
\[
\tilde{X}_{j+1} = \Lambda(T, 0, \tilde{X}_j, a_j), \quad \text{for } j \in \mathbb{N},
\]
where $\tilde{X}_0 = X_{\text{goal}} \in \mathcal{W}$. Consequently, $\tilde{X}_j : \mathcal{W} \to \mathcal{W}$, $j \in \mathbb{N}$, is a Markov chain (with respect to the natural filtration and the Borel algebra on $\mathcal{W}$) because $a_j \in \mathbb{N}$, are independent random vectors. Note that (7) assures that $\mathcal{V}(\tilde{X}_j)$, $j \in \mathbb{N}$, is a supermartingale. Define the continuous function $Q : \mathcal{W} \to \mathbb{R}$ as
\[
Q(\tilde{X}) \triangleq \frac{1}{a_{\text{max}}} \int_A \left( \int_0^T \dot{\mathcal{V}} \left( \Lambda(t, 0, \tilde{X}, a), t \right) dt \right) da
= \frac{1}{a_{\text{max}}} \int_A \left( \int_0^T \dot{\mathcal{V}} \left( \tilde{X}(t), t \right) dt \right) da = \frac{4}{a_{\text{max}}^2} \times \int_A \left( \int_0^T \operatorname{Tr} \left( \tilde{X}(t)(\tilde{X}(t) - I)(\tilde{X}(t) + I)^{-3} \tilde{H}_k(t) \right)^2 dt \right) da.
\]
For (7), $Q$ is non-negative, and (6) gives that $Q(I) = 0$. For each $j \in \mathbb{N}$, the conditional expectation of $\mathcal{V}(\tilde{X}_{j+1})$ knowing $\tilde{X}_j$ is denoted by $\mathbb{E}(\mathcal{V}(\tilde{X}_{j+1})|\tilde{X}_j)$. Since $\tilde{X}_j$ is independent of $a_j$ and $\dot{\mathcal{V}}(\tilde{X}, t)$ is $T$-periodic in $t$, one gets
\[
\mathbb{E}(\mathcal{V}(\tilde{X}_{j+1})|\tilde{X}_j) - \mathbb{V}(\tilde{X}_j) = \frac{1}{a_{\text{max}}^2} \int_A \left( \int_0^{(j+1)T} \dot{\mathcal{V}} \left( \Lambda(t, jT, \tilde{X}, a), t \right) dt \right) da \bigg|_{\tilde{X} = \tilde{X}_j}
= -Q(\tilde{X}_j).
\]
Standard results on stochastic Lyapunov stability imply that $\lim_{j \to \infty} Q(\tilde{X}_j) = 0$ almost surely (see Theorem 4 in Appendix B). One will show that the only solution to $Q(\tilde{X}) = 0$ is $\tilde{X} = I$. This will prove almost sure convergence of $\tilde{X}_j = \tilde{X}(jT)$. 
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\( \tilde{X}(jT) \) towards \( I \) because \( Q \) is continuous and \( \tilde{X}_j \) evolves on the compact set \( K = \{ \tilde{X} \in \mathcal{W} \mid 0 \leq V(\tilde{X}) \leq V(\tilde{X}_{goal}) \} \) in \( \mathcal{W} \).

Assume that \( \tilde{X} \in \mathcal{W} \) is such that \( Q(\tilde{X}) = 0 \). Then,

\[
\mathcal{V} (\Lambda(t, 0, \tilde{X}, a), t) = 0
\]

for all \( t \in [0, T], a = (a_k, \ell) \in A \). Hence, \( \bar{u}_k(t) = 0 \) for \( t \in [0, T], a_k, \ell \in [-\frac{a_{max}}{2}, \frac{a_{max}}{2}] \) in (2). Consequently, \( \Lambda(t, 0, \tilde{X}, a) = \tilde{X} \) for \( t \in [0, T], a = (a_k, \ell) \in A \). Therefore, (7) gives

\[
\text{Tr}\left( \tilde{X}(\tilde{X} - I)(\tilde{X} + I)^{-3} \hat{X}(t)H_\tilde{X}(t) \right) = 0, \tag{9}
\]

for all \( t \in [0, T], a_k, \ell \in [-\frac{a_{max}}{2}, \frac{a_{max}}{2}], k = 1, \ldots, m \), where \( \hat{X}(t) \) is the solution of system (3),(2). It is reasonable to expect that the controllability of system (1) ensures that by taking \( M \) and \( a_{max} > 0 \) sufficiently large, there exist \( a_k, \ell \in [-\frac{a_{max}}{2}, \frac{a_{max}}{2}] \) in (2) such that (9) implies

\[
\text{Tr}\left( \tilde{X}(\tilde{X} - I)(\tilde{X} + I)^{-3} Z \right) = 0, \quad \text{for} \quad Z \in u(n). \tag{10}
\]

Since \( \tilde{X} \in \mathcal{W} \subset U(n) \) is diagonalizable, so is

\[
\hat{Y} = \tilde{X}(\tilde{X} - I)(\tilde{X} + I)^{-3}.
\]

Hence (10) provides that \( \hat{Y} = 0 \), and thus \( \tilde{X} = I \). Indeed, recall that \( \text{Tr}(AB) = \text{Tr}(BA) \) and write \( \hat{Y} = M^1D^M \), where \( M \in U(n) \) and \( D \) is a diagonal matrix. Therefore, in order to show that \( \hat{Y} = 0 \), it suffices to take the \( Z \)'s in \( u(n) \) such that \( MZM^{-1} = \text{diag}(-t, 0, \ldots, 0), \text{diag}(0, -t, 0, \ldots, 0), \ldots, \text{diag}(0, 0, \ldots, 0, -t) \). The preceding argument will then prove that \( Q(\tilde{X}) = 0 \) is achieved only for \( \tilde{X} = I \).

The main result of this paper is now presented:

**Theorem 1:** Consider a controllable quantum system of the form (1). Take \( T > 0 \) and specify any (constant) feedback gains \( f_k \). Choose any \( X_{goal} \in U(n) \) such that \( \lambda_1 > 0 \) and all its eigenvalues are different than \(-1\). Then, there exist \( M \in U(n) \) and \( a_{max} > 0 \) such that, for all \( M \geq M \) and \( a_{max} > a_{max} \), the bounded continuous controls, for \( t \geq 0 \),

\[
\begin{align*}
\bar{u}_k(t) &= \bar{\eta}_k(t) + \bar{\eta}_k(t) + f_k \text{Tr}\left( \tilde{X}(t)(\tilde{X}^3(t)X(t) - I)(\tilde{X}^3(t)X(t) + I)^{-3} \tilde{X}^3(t)H_\tilde{X}(t) \right),
\end{align*}
\]

ensure that

\[
\lim_{j \to \infty} X(jT) = X_{goal} \quad \text{almost surely,} \tag{12}
\]

where \( X(t) \) is the corresponding trajectory of (3), and \( \bar{\eta}_k(t) \) in (8) is specified by choosing any i.i.d. random vectors \( \eta_j = (\eta_{k, j}) : N \rightarrow A \subset \mathbb{R}^{m,M}, \quad j \in N, \) having a uniform distribution on \( A = [-\frac{a_{max}}{2}, \frac{a_{max}}{2}]^{m,M} \).

**Proof:** The proof relies on the Return Method of Coron ([4],[6]) and on standard Fourier series results. The details are essentially contained in [14].

**Remark 2:** Simulation results have suggested that the speed of convergence of the state \( X(jT) \) towards \( X_{goal} \) is considerably improved when one chooses the feedback gains as \( f_k \approx M a_{max} \).

**Remark 3:** The authors have also established that one can always take \( a_{max} = 0 \) in Theorem 1. This means that as long as \( M > 0 \) is sufficiently large, one can then choose any \( a_{max} > 0 \). The proof of such stronger result is given in [14].

**III. CONCLUSIONS**

This paper has completely solved the problem of generating any desired goal propagator for a controllable driftless quantum system on \( U(n) \). No additional assumptions are required and explicit stochastic control laws have been constructed. The proof of Remark 3 is given in [14]. In that work, the authors also establish that the stochastic techniques here developed can also be applied to systems of the form (1) that evolve on the special unitary group \( SU(n) \). Furthermore, the control strategy proposed in the present paper can be given a deterministic version for controllable systems that evolve on \( SU(n) \) and on \( U(n) \). This is the subject of [15]. In particular, the controls laws used in the generation of the C–NOT gate for the quantum system in [18, Section III] can be given rigorous deterministic as well as stochastic versions. A comparison between both is exhibited in the simulation results of [14].

**APPENDIX**

A. **Proof of the positive invariance property of \( \mathcal{W} \)**

This will be proved by contradiction using (7), continuity arguments and the following results: (i) every \( \tilde{X} \in U(n) \) can be decomposed as \( \tilde{X} = M^1D^M \) with \( M \in U(n) \), \( D = \text{diag}(\lambda_1, \ldots, \lambda_n) \in \mathbb{C}^n, |\lambda_j| = 1 \) for \( j = 1, \ldots, n \); (ii) for \( \lambda \in \mathbb{C} \) with \( |\lambda| = 1 \), one has that \( \lambda^4 - (\lambda - 1)^2/(\lambda + 1)^2 \geq 0 \) and \( \lim_{\lambda \to -1} (\lambda - 1)^2/\lambda = +\infty \). Hence, \( \mathcal{V}(\tilde{X}) = \sum_{j=1}^n (-\lambda_j - 1)^2/(\lambda_j + 1)^2 \) by (i).

Now, if \( \tilde{X}(t_0) = \tilde{X}_{t_0} \in \mathcal{W} \) and \( \mathcal{W} \) is not a positively invariant set, then there exists \( \tilde{t} > t_0 \) such that \( \tilde{X}(\tilde{t}) \notin \mathcal{W} \). Take \( \tilde{t} = \sup \{ t_0 \leq t < \tilde{t} : \tilde{X}(t) \in \mathcal{W} \} \). Then \( t_0 < \tilde{t} < \tilde{t} \in \mathcal{W} \) for \( t_0 \leq t < \tilde{t} \), \( \tilde{X}(\tilde{t}) \notin \mathcal{W} \) and \( \lim_{\gamma \to \tilde{t}} \tilde{X}(\tilde{t}) = \tilde{X}(\tilde{t}) \). Hence, using well-known eigenvalue continuity results, one has that \( \lim_{\gamma \to \tilde{t}} \mathcal{V}(\tilde{X}(\gamma)) = +\infty \), which contradicts \( \mathcal{V}(\tilde{X}(\tilde{t})) \leq \mathcal{V}(\tilde{X}(t_0)) \) for \( t_0 \leq t \leq \tilde{t} \).

B. **Stochastic Lyapunov stability result**

**Theorem 4:** [10, Theorem 1, Chapter 8] Let \( \Omega \) be a probability space and let \( \mathcal{W} \) be a measurable space. Consider that \( \tilde{X}_j : \Omega \to \mathcal{W}, j \in N \), is a Markov chain with respect to the natural filtration. Let \( Q : \mathcal{W} \to \mathbb{R} \) and \( \mathcal{V} : \mathcal{W} \to \mathbb{R} \) be measurable non-negative functions with \( \mathcal{V}(\tilde{X}_j) \) integrable for all \( j \in N \). If

\[
\mathbb{E}(\mathcal{V}(\tilde{X}_{j+1})/\mathcal{V}(\tilde{X}_j)) - \mathcal{V}(\tilde{X}_j) = -Q(\tilde{X}_j), \quad \text{for} \quad j \in N,
\]

then \( \lim_{j \to \infty} \mathcal{V}(\tilde{X}_j) = 0 \) almost surely.

**Proof:** Taking the expectation value on both sides of the equality above and reversing the signs, one gets

\[
\mathbb{E}(\mathcal{V}(\tilde{X}_j)) - \mathbb{E}(\mathcal{V}(\tilde{X}_{j+1})) = \mathbb{E}(Q(\tilde{X}_j)) \geq 0, \quad j \in N.
\]

4In fact, \( \epsilon(\lambda - 1)/(\lambda + 1) \) is real and use \( \epsilon \leq |1 - \lambda| + |\lambda + 1| \).
Iterating, one obtains, for $\ell \geq 1$,
\[
\mathbb{E}(V(X_0)) \geq \mathbb{E}(V(X_0)) - \mathbb{E}(V(X_\ell)) = \sum_{j=0}^{\ell-1} \mathbb{E}(Q(X_j)).
\]
Therefore, $\sum_{j=0}^{\infty} \mathbb{E}(Q(X_j)) \leq \mathbb{E}(V(X_0)) < \infty$, and the result then follows from [10, Lemma 1, Chapter 8] (Borel-Cantelli Lemma).
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