In this work, our methods for the dynamic risk analysis of large alarm databases [1-3], previously tested on a fluidized catalytic cracking unit (FCCU), are extended and tested using data over three years from a steam-methane reformer (SMR) unit at Air Liquide. This paper also introduces methods of providing online estimates that alert operators to potentially serious safety problems. The estimates permit the operators to make adjustments that avoid trips and accidents.

The SMR unit has four safety systems, a basic process control system, first- and second-layer alarms, and an automatic emergency shutdown system. The success or failure of
each safety system leads to different end-states of the operating unit, either continued operation (CO) or emergency shutdown (ESD). To estimate the failure probabilities of each safety system, 2.7 million DCS and ESD alarm data records are compacted. For each alarm entry, its module, the time at which the alarm was triggered, the alarm category, the alarm state, and the alarm level were recorded.

For data compaction analysis, the raw data are filtered. MATLAB programs count the number of the most-critical, moderately-critical, and least-critical abnormal events. First, the “module” column is sorted to group together alarms having similar “States” or “Levels”. For the large number of abnormal events associated with each module, the starting and ending times of each abnormal event are labeled by the “State” information for its module. The MATLAB codes, operating on a large alarm matrix, containing 1,152,980 rows of alarm entries, find 5,113 most-critical abnormal events, 296 moderately-critical abnormal events, and 70,240 least-critical abnormal events. In addition to the alarm database, Air Liquide provided information about the plant trips for the SMR unit over the study period.

The paths through event trees for the safety systems show that nearly all abnormal events, evidenced by alarms associated with process variables, are identified as their variables are returned to normal operation. This vast amount of "near-miss" data improves our estimates of the failure probabilities of the safety systems. The success and failure counts for each safety system are input to Bayesian analysis to estimate the failure probabilities and the probabilities of trips and accidents. To perform the Bayesian analyses, the random-walk, multiple-block, Metropolis-Hasting (H-M) algorithm is used. The algorithm draws samples from approximate distributions, known as proposal or jumping distributions, and corrects them to better estimate the target posterior distribution for each safety system. More specifically, proposal distributions are chosen to be random-walk distributions. For high-dimensional systems, such as the SMR unit, a single block M-H algorithm that converges rapidly to the target density can be difficult to construct. In such cases, smaller blocks are obtained by discretizing the multivariate space, and Markov chains are constructed in the smaller blocks. Sequentially, a single iteration of the multiple-block, M-H algorithm is completed by updating each block in sequence. Many iterations are implemented until the initial state is indiscernible.

Once the failure probability distribution, the mean failure probabilities, and the probabilities of trips and accidents are obtained, process data that are less discrete than alarm data are utilized, especially taken during periods of "alarm flooding", to improve the probability estimates. As in our earlier analyses [2-3], copulas represent the interactions between the failure probabilities of the safety systems. Because the failure probabilities are not independent, with their marginal distributions belonging to different families, copulas are used to describe their joint distribution, marginals are combined, and interactions between the random variables are accounted for using the dependence matrix. The dependence matrix also enables the random variables to interact with each other and share information. This is especially important when limited data are available for certain random variables. Thus, because of the ability to model arbitrary pairwise correlations between the random variables, the multivariate normal and Cuadras-Auge
copulas are used. In particular, the performances of these two copulas for SMU unit are compared with those for the FCCU.
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