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Abstract—We explore the solutions of the driven inverted pendulum system \( \ddot{\phi} = g \sin \phi - a_1(t) \cos \phi \) where \( a_1(\cdot) \) is a bounded lateral acceleration. We show that, for lateral accelerations that are constant before some initial time, an inverted trajectory always exists and remains within a diamond shaped region in the state space.

Functional analytic techniques are also developed to provide further insight into the nature of the inverted pendulum trajectories. Associated to the driven inverted pendulum is a time varying linear system. We show that this system always possesses an exponential dichotomy, allowing for the development of a successive approximation algorithm for finding the desired inverted pendulum trajectory. We show that the curve obtained from one iteration of this algorithm is a very good estimate of the required inverted trajectory. As that curve is obtained by filtering the quasi-static angle trajectory by a noncausal time varying low pass filter with weighting function \( h(t) = \exp(-a_0|t|) \), we find that the current pendulum angle is influenced by the values of the lateral acceleration within only a few seconds of the current time.

These results are important as the driven inverted pendulum is a common subsystem in systems ranging from motorcycles and bicycles to rockets and aircraft.

I. INTRODUCTION

The inverted pendulum is the classic nonlinear control experiment. In addition to being the simplest unstable nonlinear system imaginable, it also provides a simple model for rocket control. Surprisingly, this dynamics continues to appear in numerous other systems of interest. The inverted pendulum driven by a lateral acceleration is clearly present in the dynamic balance of a skier racing down the slope. In much the same way, simple models for exploring bicycle and motorcycle dynamics include the inverted pendulum as a key subsystem, imposing strong constraints on the system performance—see, e.g., [1], [2], [3], and [4]. These dynamics also show up as internal dynamics in aircraft flight dynamics [5].

In this paper, we are interested in the following question. Given an arbitrary bounded lateral acceleration trajectory, does there exist a pendulum that remains upright (or inverted) for all time, forward and reverse. It turns out that, for lateral accelerations that are constant before a given initial time, such an upright trajectory always exists. We explore numerous aspects of such upright pendulum trajectories using both state space and functional analytic techniques.

One important result is that the current pendulum angle depends only on the lateral accelerations within a few seconds of the current time. This has important implications in, for example, the planning of aggressive motorcycle trajectories.

II. PROBLEM STATEMENT

In this paper, we are interested in the trajectories of an inverted pendulum

\[ \ddot{\phi} = g \sin \phi - a_1(t) \cos \phi \] (1)

driven by a lateral acceleration \( a_1(\cdot) \). In particular, given an arbitrary bounded lateral acceleration \( a_1(\cdot) \) (with \( |a_1(t)| \leq a_L, t \in \mathbb{R} \)), does there exist a pendulum trajectory that is upright on the infinite interval, i.e., a trajectory \( \phi(\cdot) \) of (1) with \( |\phi(t)| < \phi/2, t \in \mathbb{R} \)? Is there at most one upright pendulum trajectory (of infinite extent) consistent with a given lateral acceleration trajectory?

III. GEOMETRIC CONSIDERATIONS

It is useful to consider the behavior of the driven inverted pendulum in the phase plane. We begin with a necessary condition concerning the region in which an upright pendulum trajectory must lie.

For constant maximum lateral acceleration \( a_1(t) = a_L \), the driven inverted pendulum dynamics becomes that of a simple inverted pendulum with conserved (scaled) energy

\[ V(\phi, \dot{\phi}) = g \cos \phi + a_L \sin \phi + \frac{l \dot{\phi}^2}{2} = \bar{a} \cos(\phi - \varphi_L) + \frac{l \dot{\phi}^2}{2} \]

where \( \bar{a} = \sqrt{a_L^2 + g^2} \) and \( \tan \varphi_L = a_L/g \). The unstable equilibrium occurs at the static pendulum angle \( \varphi_L \) with energy \( V(\varphi_L, 0) = \bar{a} \). Moreover, the stable and unstable manifolds to that equilibrium are given by the level set \( V(\phi, \dot{\phi}) = V(\varphi_L, 0) \). The picture is symmetric (with appropriate changes) at constant minimum acceleration \( a_1(t) = -a_L \). These features combine to determine the diamond depicted in figure 1.

Proposition 1: Suppose that \( \phi(\cdot) \) is an upright pendulum trajectory \((|\phi(t)| < \pi/2, t \in \mathbb{R})\) satisfying (1) with \( |a_1(t)| \leq a_L, t \in \mathbb{R} \). Then the phase trajectory \((\phi(\cdot), \dot{\phi}(\cdot))\) is contained in the diamond \( D \) given by

\[ D = \{ (\phi, \dot{\phi}) : |\phi| \leq \varphi_L, \dot{\phi}^2 \leq 2\bar{a}(1 - \cos(|\phi| - \varphi_L))/l \} \].
Suppose that, at time $t_0$, $(\varphi(t_0), \dot{\varphi}(t_0))$ with $|\varphi(t_0)| < \pi/2$ and $\dot{\varphi}(t_0) > 0$ is such that $\varphi(t_0) > \varphi_L$ or $\dot{\varphi}^2(t_0) > 2a(1 - \cos(\varphi(t_0) - \varphi_L))/l$ (this is the upper right region).

If $a_L(t) = \dot{a}_L$ for $t \geq t_0$, the energy $V$ is conserved so that the pendulum falls right following the contour $V(\varphi, \dot{\varphi}) = V(\varphi(t_0), \dot{\varphi}(t_0))$, first reaching $\varphi(t) = \pi/2$ at a specific time $t = t_L$. For $a_L(t) \leq a_L$, $t \geq t_0$, the energy $V$ is nondecreasing since $V(t, \varphi, \dot{\varphi}) = (a_L - \dot{a}_L(t)) \cos \varphi \geq 0$ in the upper right region so that the pendulum motion follows a curve on or above the contour $V(\varphi, \dot{\varphi}) = V(\varphi(t_0), \dot{\varphi}(t_0))$.

It follows that the pendulum falls right to $\varphi(t) = \pi/2$ for the first time at some $t = t_1 \leq t_L$ since the velocity $\dot{\varphi}$ is always at or above that of the pendulum under maximum acceleration.

In the case that the lateral acceleration is constant up to some time $t_0$, we can conclude that there is an upright pendulum trajectory.

**Theorem 2:** Suppose that $|a(t)| \leq a_L, t \in \mathbb{R}$, and that there is a $t_0 \in \mathbb{R}$ such that $a(t) = \dot{a}(t)$ for $t \leq t_0$. Then there is a pendulum trajectory $\varphi(\cdot)$ of (1) such that $|\varphi(t)| < \pi/2$ for all $t \in \mathbb{R}$.

**Proof:** The set of initial conditions $(\varphi(t_0), \dot{\varphi}(t_0))$ that remain upright in reverse time belong to the upright component of the unstable manifold to the constant acceleration equilibrium $(\varphi_0, 0) = (\tan^{-1} a_0/g, 0)$. Explicitly, $W_{a_0}^u$ is given by

$$W_{a_0}^u = \{(\varphi, \dot{\varphi}) : |\varphi| < \pi/2, \dot{\varphi} = w_{a_0}(\varphi)\}$$

where

$$w_{a_0}(\varphi) = \text{sign}(\varphi - \varphi_0) \sqrt{2a_0^2 + g^2(1 - \cos(\varphi - \varphi_0))/l}.$$
A. Dichotomy

In this section, we study the unstable linear system
\[ \ddot{\alpha} = \alpha^2(t) \gamma - \alpha^2(t) \mu(t) \]  
where the variable natural frequency \( \alpha(\cdot) \) is bounded above and below with \( \alpha_0 \leq \alpha(t) \leq \alpha_1 \), \( t \in \mathbb{R} \), for some constants \( \alpha_1 \geq \alpha_0 > 0 \). We will show that, despite its unstable and time varying nature, the system (3) defines a unique linear operator \( A \) mapping bounded \( \mu(\cdot) \) into bounded \( \gamma(\cdot) \) on the infinite interval \((-\infty, \infty)\). Surprisingly, this turns out to be the case regardless of how rapidly \( \alpha(\cdot) \) varies—indeed, \( \alpha(\cdot) \) need only be measurable.

Consider first the undriven system
\[ \ddot{\gamma} = \alpha^2(t) \gamma \]  
(4)
For constant \( \alpha \), this system can be decoupled into exponentially stable and unstable subsystems corresponding to the eigenvalues \( \pm \alpha \). The time varying linear system has much the same structure.

Choosing as state \((x_1, x_2) = (\gamma, \dot{\gamma})\), the dynamics (4) are represented by
\[
\begin{bmatrix}
  \dot{x}_1 \\
  \dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
  0 & 1 \\
  \alpha^2(t) & 0
\end{bmatrix}
\begin{bmatrix}
  x_1 \\
  x_2
\end{bmatrix} = A(t) x .
\]  
(5)
Suppose, for the moment, that \( c(\cdot) \) and \( d(\cdot) \) are positive bounded \( C^1 \) curves, bounded away from zero, and consider the time coordinate transformation
\[
\begin{bmatrix}
  x_1 \\
  x_2
\end{bmatrix} =
\begin{bmatrix}
  1 & -c(t) \\
  d(t) & 1
\end{bmatrix}
\begin{bmatrix}
  z_1 \\
  z_2
\end{bmatrix} = S(t) z .
\]
In \( z \) coordinates, we have
\[
\dot{z} = S(t)^{-1}[A(t)S(t) - \dot{S}(t)]z = \tilde{A}(t) z
\]
where the transformed system matrix is given by
\[
\tilde{A}(t) = \frac{1}{c + d}
\begin{bmatrix}
  -(cd + \alpha^2 + \dot{\epsilon}) & \dot{d} + d^2 - \alpha^2 \\
  \dot{\epsilon} - c^2 + \alpha^2(t) & \dot{d} + d^2 - \alpha^2(t)
\end{bmatrix} .
\]
Choosing \( c(\cdot) \) and \( d(\cdot) \) to satisfy the Riccati equations
\[
\begin{align*}
  \dot{\epsilon} - c^2 + \alpha^2(t) &= 0 \\
  \dot{d} + d^2 - \alpha^2(t) &= 0
\end{align*}
\]  
(6)
(7)
we see that the transformed system matrix reduces to
\[
\tilde{A}(t) =
\begin{bmatrix}
  -c(t) & 0 \\
  0 & d(t)
\end{bmatrix} .
\]

Lemma 3: The Riccati equations (6) and (7) each possess a positive bounded solution satisfying
\[
\alpha_0 \leq c(t), d(t) \leq \alpha_1
\]
for all \( t \in \mathbb{R} \).

Proof: Note that \( c(t) \) is the value of the scalar optimal control problem
\[
c(t) = \min_{\dot{x} = u, \ x(t) = 1} \int_t^\infty \alpha^2(\tau) x^2(\tau) + u^2(\tau) \ d\tau
\]
and that this value is bounded above by the values of the stationary optimal control problems obtained by replacing \( \alpha(\cdot) \) in the incremental cost by \( \alpha_1 \) and \( \alpha_0 \), respectively. The positive values of the stationary optimal control problems are easily seen to be precisely \( \alpha_1 \) and \( \alpha_0 \).

The result for \( d(\cdot) \) follows easily by reversing time.

The required Riccati equation solution, \( c(\cdot) \) for example, is the limit, as \( T \) goes to \( \infty \), of trajectories obtained by solving (6) backwards from \( c(T) = 0 \), see [7, chapter 3] for more details.

Note that the absolutely continuous \( c(\cdot) \) and \( d(\cdot) \) are nonlinearly filtered versions of \( \alpha(\cdot) \)—one that anticipates and one that lags. We see that

**Proposition 4:** The linear system (5) with \( \alpha(\cdot) \) as above is reducible to the decoupled linear system
\[
\begin{bmatrix}
  \dot{z}_1 \\
  \dot{z}_2
\end{bmatrix} =
\begin{bmatrix}
  -c(t) & 0 \\
  0 & d(t)
\end{bmatrix}
\begin{bmatrix}
  z_1 \\
  z_2
\end{bmatrix} .
\]  
(8)
Moreover, the \( z_1 \) and \( z_2 \) subsystems are exponentially stable and unstable, respectively, satisfying
\[
\begin{align*}
  |z_1(t)| &\leq |z_1(t_0)| e^{-\alpha_0(t-t_0)} , \quad t \geq t_0 \\
  |z_2(t)| &\leq |z_2(t_0)| e^{+\alpha_0(t-t_0)} , \quad t \leq t_0
\end{align*}
\]
so that (5) admits an exponential dichotomy.

Proof: To conclude reducibility [8], we need to show that \( S(\cdot) \) defined above is bounded with bounded inverse. Reducibility is clear as the elements of \( S(\cdot) \) are bounded by \( \alpha_1 \) while the elements of \( S^{-1}(\cdot) \) are bounded by \( \alpha_1/2\alpha_0 \).

The state transition function for the \( z_1 \) subsystem satisfies
\[
|\Phi_{11}(t, \tau)| = |\exp\left(-\int_\tau^t c(s) ds\right)| \leq e^{-\alpha_0(t-\tau)}
\]
since \( c(t) \geq \alpha_0 \) for all \( t \). The \( z_2 \) property is similarly derived.

A sufficient condition [8], [9] for the existence of an exponential dichotomy is that the eigenvalues of the frozen systems \( A(t) \) are uniformly bounded away from the \( j\omega \) axis and that \( A(t) \) be sufficiently slowly varying. The above result is somewhat surprising (and much stronger) in that there is no requirement that \( \alpha(t) \) be slowly varying.

Applying the dichotomy transformation to the driven system (3), we see that the relationship between \( \mu(\cdot) \) and \( \gamma(\cdot) \) can be expressed as
\[
\begin{bmatrix}
  \dot{z}_1 \\
  \dot{z}_2
\end{bmatrix} =
\begin{bmatrix}
  -c(t) & 0 \\
  0 & d(t)
\end{bmatrix}
\begin{bmatrix}
  z_1 \\
  z_2
\end{bmatrix} +
\begin{bmatrix}
  \frac{\alpha^2(t)}{\alpha(t) + d(t)} \\
  -\frac{\alpha^2(t)}{\alpha(t) + d(t)}
\end{bmatrix} \mu(t)
\]
\[
\gamma = \begin{bmatrix} 1 & 1 \end{bmatrix}
\begin{bmatrix}
  z_1 \\
  z_2
\end{bmatrix}
\]  
(9)
Working in a noncausal fashion over the infinite interval, we
\[ \gamma(t) = \int_{-\infty}^{\tau} \exp \left\{ -\int_{\tau}^{t} c(s) ds \right\} \frac{\alpha^2(\tau)}{c(\tau) + d(\tau)} \mu(\tau) d\tau + \int_{t}^{\infty} \exp \left\{ -\int_{t}^{\tau} d(s) ds \right\} \frac{\alpha^2(\tau)}{c(\tau) + d(\tau)} \mu(\tau) d\tau =: \int_{-\infty}^{\infty} h(t, \tau) \mu(\tau) d\tau \]  

is a bounded solution of (3) for each bounded \( \mu(\cdot) \). Denoting the map \( \mu(\cdot) \mapsto \gamma(\cdot) \) in (10) by \( A \), we see that

**Theorem 5:** \( A \) is a bounded linear operator with

\[ \|A\| = 1 \]  

For each bounded input \( \mu(\cdot) \), the output \( \gamma(\cdot) = A[\mu(\cdot)] \) is the unique bounded solution of (3).

**Proof:** Uniqueness follows from the fact that (9) has no bounded nontrivial homogeneous solution \( [9] \). Now, by (3), we see that \( \gamma(t) \equiv 1 \) is the bounded response to the bounded input \( \mu(t) \equiv 1 \). Since the time-varying impulse response \( h(t, \tau) \) is positive for all \( t, \tau \), the norm of \( A \) is given by \( \|A\| = \sup_{\mu} A[\mu](t) = 1 \). Note that when \( \alpha \) is constant, \( A \) is the linear time-invariant system with impulse response \( h(t) = \alpha/2 \quad e^{-\alpha |t|} \), and frequency response \( \hat{h}(\omega) = \alpha^2/((\alpha^2 + \omega^2)) \); it is a noncausal low-pass filter with no phase shift. It is interesting that the time-varying system shares the property that the maximum amplification of (11) is achieved at DC. Furthermore, as we shall see, \( A \) for time-varying \( \alpha(\cdot) \) also low-pass filters its input in a manner that we can use to our advantage.

### B. Contraction and Approximation

We are interested in showing that, given a smooth bounded lateral acceleration trajectory \( a(\cdot) \) as described above, there is a bounded pendulum trajectory \( \varphi(\cdot) \) satisfying (1). Equivalently, we seek a bounded differential pendulum trajectory \( \theta(\cdot) \) satisfying

\[ \ddot{\theta} = a(t)/h \sin \theta - \varphi_{qs}(t) \]  

(11)

To this end, we consider the use of a contraction as in the work of Devasia and Paden [6] on nonlinear system inversion.

To this end, choosing \( \alpha^2(t) = a(t)/h \), the differential pendulum dynamics (11) is equal to

\[ \ddot{\theta} = \alpha^2(t) \sin \theta - \varphi_{qs}(t) = \alpha^2(t) \theta - \alpha^2(t) \left\{ \theta - \sin \theta + \varphi_{qs}(t)/\alpha^2(t) \right\} \]  

Defining the nonlinear operator \( N \)

\[ \theta(\cdot) \mapsto A[\theta(\cdot) - \sin \theta(\cdot) + \varphi_{qs}(\cdot)/\alpha^2(\cdot)] =: N[\theta(\cdot)] \]  

we see that

**Proposition 6:** A bounded curve \( \theta(\cdot) \) is a solution of (11) if and only if it is a fixed point of \( N \), i.e.,

\[ \theta(\cdot) = N[\theta(\cdot)] \]  

Thus, we seek a fixed point of the nonlinear operator \( N \).

The key is to find an invariant neighborhood of the form \( B_3 = \{ \theta(\cdot) : \|\theta(\cdot)\| \leq \delta \} \) on which \( N \) is a contraction. The following identity is interesting and useful.

**Lemma 7:** \( A[\varphi(\cdot)/\alpha^2(\cdot)] = A[\varphi(\cdot)] - \varphi(\cdot) \) for all bounded \( \varphi(\cdot) \).

**Proof:** Let \( \gamma_0(\cdot) = A[\varphi(\cdot)] \) and \( \gamma_2(\cdot) = A[\varphi(\cdot)/\alpha^2(\cdot)] \) and note that

\[ \gamma_2(t) - \gamma_0(t) = \alpha^2(t) (\gamma_2(t) - \gamma_0(t)) - \varphi(t) + \alpha^2(t) \varphi(t) \]  

Rearranging, we have

\[ \gamma_2(t) - \gamma_0(t) + \varphi(t) = \alpha^2(t) (\gamma_2(t) - \gamma_0(t) + \varphi(t)) \]  

which, by uniqueness, implies that \( \gamma_2(t) = \gamma_0(t) - \varphi(t) \).

Define the curve

\[ \eta(\cdot) := A[\varphi_{qs}(\cdot)] - \varphi_{qs}(\cdot) = A[\varphi_{qs}(\cdot)/\alpha^2(\cdot)] \]  

with size \( \bar{\eta} = \|\eta(\cdot)\| \).

**Theorem 8:** If

\[ \bar{\eta} = \|A[\varphi_{qs}(\cdot)/\alpha^2(\cdot)]\| < 1 \]  

then there is a \( \delta < \pi/2 \) such that \( N \) is a contraction on the invariant set \( B_3 \). The unique fixed point \( \theta(\cdot) \) of \( N \) in \( B_3 \) is a bounded trajectory of (11) so that \( \varphi(\cdot) = \varphi_{qs}(\cdot) + \theta(\cdot) \) is a bounded trajectory of (1). Furthermore, if

\[ \sin^{-1} \bar{\eta} - \bar{\eta} < \pi/2 - \|A[\varphi_{qs}(\cdot)]\| \]  

then the trajectory is upright, \( \|\varphi(\cdot)\| < \pi/2 \). In particular, if \( \|\varphi_{qs}(\cdot)\| \leq 1 \) (or \( \|A[\varphi_{qs}(\cdot)]\| \leq 1 \)) with \( \bar{\eta} < 1 \), the trajectory \( \varphi(\cdot) \) is upright.

**Proof:** Recall that \( f(\delta) := \delta - \sin \delta \) and \( f'(\delta) \) are monotonically increasing on \([0, \pi]\) so that \( f(\cdot) \) is Lipschitz continuous on \([0, \pi]\) with Lipschitz constant \( 1 - \cos \delta \), i.e., \( |f(\delta_1) - f(\delta_2)| \leq (1 - \cos \delta_0)|\delta_1 - \delta_2| \) for all \( \delta_1, \delta_2 \in [0, \pi] \).

The set \( B_3 \) is invariant under \( N \) if

\[ \|N[\theta(\cdot)]\| \leq \|A\| \|\theta(\cdot) - \sin \theta(\cdot) + \varphi_{qs}(\cdot)/\alpha^2(\cdot)\| + \bar{\eta} \leq \delta \]  

for all \( \theta(\cdot) \in B_3 \). Using \( \|A\| = 1 \) and the monotonicity of \( f(\cdot) \), we see that \( B_3, \delta \in [0, \pi] \), is invariant under \( N \) if

\[ \bar{\eta} \leq \sin \delta \leq 1 \]  

Choosing \( \delta < \pi/2 \) with \( \bar{\eta} \leq \sin \delta \), we see that

\[ \|N[\theta_1(\cdot)] - N[\theta_2(\cdot)]\| \leq \rho |\theta_1(\cdot) - \theta_2(\cdot)| \]  

with \( \rho := 1 - \cos \bar{\delta} < 1 \) so that \( N \) is a contraction on the invariant set \( B_3 \). In particular, the minimal set is obtained using \( \delta = \sin^{-1} \bar{\eta} \) so that \( \rho = 1 - \sqrt{1 - \bar{\eta}^2} < 1 \).

Now, the fixed point trajectory \( \theta(\cdot) \) satisfies

\[ \theta(\cdot) = A[\theta(\cdot) - \sin \theta(\cdot) + \varphi_{qs}(\cdot)/\alpha^2(\cdot)] = A[\theta(\cdot) - \sin \theta(\cdot)] + A[\varphi_{qs}(\cdot)] - \varphi_{qs}(\cdot) \]  

so that the corresponding pendulum trajectory \( \varphi(\cdot) \) satisfies

\[ \|\varphi(\cdot) - A[\varphi_{qs}(\cdot)]\| = \|A[\theta(\cdot) - \sin \theta(\cdot)]\| \leq \delta - \sin \delta \]  

(15)
where, as above,

\[ \|\varphi(\cdot)\| \leq \delta - \sin \delta + \|\mathcal{A}[\varphi_{qs}(\cdot)]\| .\]

The result follows with \( \delta = \sin^{-1} \bar{\eta} \).

The fixed point differential pendulum trajectory may be computed by the successive approximation method given by

\[
\begin{align*}
\theta_0(\cdot) &= 0 \\
\theta_{k+1}(\cdot) &= \mathcal{N}[\theta_k(\cdot)] + \mathcal{A}[\theta_k(\cdot) - \varphi_{qs}(\cdot)]
\end{align*}
\]

This algorithm generates a sequence of approximate pendulum trajectories \( \{\theta_k(\cdot)\} \) starting with \( \varphi_0(\cdot) = \varphi_{qs}(\cdot) \) and \( \varphi_1(\cdot) = \mathcal{A}[\varphi_{qs}(\cdot)] \).

Theorem 8 tells us that if \( \bar{\eta} = \|\varphi_1(\cdot) - \varphi_0(\cdot)\| < 1 \) and \( \|\varphi_1(\cdot)\| < 1 \) (or the less conservative condition (13)), then the above algorithm will produce, in the limit, an upright pendulum trajectory.

However, the conditions of Theorem 8 are still somewhat conservative. There are many lateral acceleration profiles that violate these conditions and yet the above algorithm seems to converge to a pendulum trajectory solution. Much conservatism arises from neglecting the use of the operator \( \mathcal{A} \), which acts largely as a noncausal low pass filter.

Condition (15) and experience suggest that the solution trajectory \( \varphi(\cdot) \) will be close to \( \mathcal{A}[\varphi_{qs}(\cdot)] \) rather than close to \( \varphi_{qs}(\cdot) \) as was used in the above Theorem. Working around \( \mathcal{A}[\varphi_{qs}(\cdot)] \), write

\[ \zeta(\cdot) = \varphi(\cdot) - \mathcal{A}[\varphi_{qs}(\cdot)] \]

so that the nonlinear operator \( \mathcal{N} \) becomes

\[ \mathcal{N}[\zeta(\cdot)] = \mathcal{A}[\varphi_{qs}(\cdot)] + \zeta(\cdot) - \varphi_{qs}(\cdot) \]

\[ \mathcal{A}[\varphi(\cdot)] + \mathcal{A}[\zeta(\cdot) - \varphi_{qs}(\cdot)] \]

\[ \mathcal{A}[\eta(\cdot) + \zeta(\cdot) - \sin(\eta(\cdot) + \zeta(\cdot))] \]

\[ \mathcal{A}[\eta(\cdot) - \sin \eta(\cdot)] + \mathcal{A}[\zeta(\cdot) - \{\sin(\eta(\cdot) + \zeta(\cdot)) - \sin \eta(\cdot)} \]

where, as above, \( \eta(\cdot) = \mathcal{A}[\varphi_{qs}(\cdot)] - \varphi_{qs}(\cdot) \). Defining

\[ \epsilon = \|\mathcal{A}[\eta(\cdot) - \sin \eta(\cdot)]\| \]

we see that

\[ \|\mathcal{N}[\zeta(\cdot)]\| \leq \epsilon + \|\zeta(\cdot) - \{\sin(\eta(\cdot) + \zeta(\cdot)) - \sin \eta(\cdot)}\| . \]

Theorem 9: If \( \bar{\eta} < \pi/2 \) and

\[ \epsilon + \sin \bar{\eta} < 1 \]

then there is a \( \delta > 0 \) such that \( \mathcal{N} \) is a contraction on the invariant neighborhood \( \bar{B}_\delta \) so that the pendulum trajectory \( \varphi(\cdot) \) corresponding to the unique fixed point \( \zeta(\cdot) \) satisfies

\[ \|\varphi(\cdot) - \mathcal{A}[\varphi_{qs}(\cdot)]\| < \delta . \]

Proof: The last expression in (16) satisfies

\[ \|\zeta(\cdot) - \cos \eta(\cdot) \sin \zeta(\cdot) + \sin \eta(\cdot) (1 - \cos \zeta(\cdot))\| \]

\[ \leq \|\zeta(\cdot) - \cos \eta(\cdot) \sin \zeta(\cdot)\| + \|\sin \eta(\cdot) (1 - \cos \zeta(\cdot))\| \]

\[ \leq \delta - \cos \bar{\eta} \sin \delta + \sin \bar{\eta}(1 - \cos \delta) \]

for \( \zeta(\cdot) \in \bar{B}_\delta, \delta \in (0, \pi/2) \). Thus, \( \bar{B}_\delta \) is invariant under \( \mathcal{N} \) if

\[ \epsilon + \delta - \cos \bar{\eta} \sin \delta + \sin \bar{\eta}(1 - \cos \delta) \leq \delta \]

or, equivalently,

\[ \epsilon - \cos \bar{\eta} \sin \delta + \sin \bar{\eta}(1 - \cos \delta) \leq 0 . \]  

Minimizing over \( \delta \), we see that

\[ -1 + \sin \bar{\eta} \leq - \cos \bar{\eta} \sin \delta + \sin \bar{\eta}(1 - \cos \delta) \]

with the minimum occurring at \( \delta^* = \tan^{-1}(1/\tan \bar{\eta}) = \pi/2 - \bar{\eta} \). When (17) is satisfied, each neighborhood \( \bar{B}_\delta, \delta \in [\delta, \delta^*] \), where the minimal invariant neighborhood is given by the positive \( \delta < \delta^* \) making (18) an equality, namely,

\[ \delta = \sin^{-1}(\sin \bar{\eta} + \epsilon) - \bar{\eta} \approx \epsilon/\cos \bar{\eta} . \]

Now

\[ \|\mathcal{N}[\zeta_1(\cdot)] - \mathcal{N}[\zeta_2(\cdot)]\| \]

\[ \leq \|\zeta_1(\cdot) - \zeta_2(\cdot) - \cos \eta(\cdot) \{\sin \zeta_1(\cdot) - \sin \zeta_2(\cdot)\}\| \]

\[ + \|\sin \eta(\cdot) \{\cos \zeta_1(\cdot) - \cos \zeta_2(\cdot)\}\| \]

\[ \leq (1 - \cos(\bar{\eta} + \delta))(\|\zeta_1(\cdot) - \zeta_2(\cdot)\|) \]

for \( \zeta_1(\cdot), \zeta_2(\cdot) \in \bar{B}_\delta \). Thus, \( \mathcal{N} \) is contractive on the minimal neighborhood \( \bar{B}_\delta \) if

\[ \pi/2 > \bar{\eta} + \delta = \bar{\eta} + \sin^{-1}(\sin \bar{\eta} + \epsilon) - \bar{\eta} \]

or, since \( \sin \cdot \) is monotone on \([0, \pi/2]\),

\[ \sin \bar{\eta} + \epsilon < 1 . \]

V. CONCLUSION

In this paper, we have shown that the driven inverted pendulum system always possesses an upright pendulum trajectory. Various aspect of the upright trajectory have been explored. An algorithm for calculating the desired trajectory have been presented.
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