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Abstract—This paper deals with the state estimation problem for a stochastic nonlinear differential system driven by a standard Wiener process. The solution here proposed is a linear filtering algorithm and is achieved by means of the Carleman approximation scheme applied to both the state and the measurement nonlinear equations. Such a procedure allows to define an approximate representation by means of a suitable bilinear system for which a filtering algorithm is available from literature. Numerical simulations support the theoretical results and show a rather interesting improvement in terms of sampled error covariance of the proposed approach with respect to the classical Kalman-Bucy filter applied to the linearized differential system.
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I. INTRODUCTION

Given the probability triple \((\Omega, \mathcal{F}, \mathcal{P})\), in this paper it will be considered the filtering problem for the following nonlinear stochastic differential system described by the Ito equations:

\[
\begin{align*}
    dx_t &= \phi(x_t)dt + \mathbf{F}dW^x(t), \quad x_{t=0} = x_0, \\
    dy_t &= h(x_t)dt + \mathbf{C}dW^s(t), \quad y_{t=0} = 0,
\end{align*}
\]

where \(x_t\) is the state vector in \(\mathbb{R}^n\), \(y_t\) is the measured output in \(\mathbb{R}^m\) and \(W^x(t) \in \mathbb{R}^{n}\), \(W^s(t) \in \mathbb{R}^{m}\) are independent standard Wiener processes with respect to some increasing family of \(\sigma\)-algebras, namely \(\{\mathcal{F}_t, \ t \geq 0\}\). \(\phi : \mathbb{R}^{pn} \mapsto \mathbb{R}^n\) and \(h : \mathbb{R}^{nm} \mapsto \mathbb{R}^m\) are smooth nonlinear maps.

It is well known that the minimum variance state estimate requires the knowledge of the conditional probability density, whose computation, in the general case, is a difficult infinite-dimensional problem \([4, 20, 21, 22, 29]\). Only in few cases the optimal filter has a finite dimension \([27]\). For this reason a great deal of work has been made to devise suboptimal implementable filtering algorithms \([9, 10, 12, 15]\).

Another approach consists in considering the time discretization of the original system and then to apply suboptimal filtering procedures like the Extended Kalman Filter (EKF), the most widely used algorithm in nonlinear filtering problems (see, e.g., \([1, 8, 11, 17]\)), particle filters \([23]\), Gaussian sum approximations \([16]\) and more. Because of its local nature, the EKF performs well if the initial estimation error and the disturbing noises are small enough. An effective modification of the EKF is the Unscented Kalman Filter (UKF) \([18]\), that uses the so-called unscented transform for the state and output prediction steps in the EKF scheme. More recently, in \([13]\) has been proposed a polynomial extension of the EKF (denoted PEKF) which is based on the application of the optimal polynomial filter of \([5, 6]\) to the Carleman approximation of the nonlinear system (see \([19, 24]\)).

The aim of this paper is to overcome the drawbacks of the time discretization errors by means of the use of the Carleman approximation on the original stochastic differential system. The Carleman approximation of order \(\nu\) of a nonlinear system is achieved by suitably defining an extended state made of the Kronecker powers of the original state up to a given order \(\nu\). The result is a bilinear system (linear drift and multiplicative noise) with respect to the extended state.

The tool of Carleman bilinearization has found some applications in problems of systems approximation \([25, 26, 28]\), since there are many reasons for finding a bilinear approximation of a nonlinear system (see \([3]\)). In recent times such method has been successfully used in the problem of reduction of large scale systems \([2]\).

Once the approximation is obtained, the recursive equations of the optimal linear filter for bilinear stochastic differential systems are available and can be applied with no further approximations \([7]\). When \(\nu = 1\) the proposed filtering algorithm reduces to the classical Kalman-Bucy filter applied to the linearized differential system. With respect to this classical approach the method here proposed performs a better behavior by increasing the approximation degree of the nonlinear system.

The paper is organized as follows: the next section...
presents the Carleman approximation of stochastic nonlinear differential systems of the type (1); in section three the linear minimum variance filter for the Carleman approximation is derived; section four displays some numerical results where the performances of the proposed algorithm are compared with those of the classical approach (the case of \( \nu = 1 \)).

II. CARLEMAN APPROXIMATION

Let \((\Omega, \mathcal{F}, P)\) be a probability space, \(\{\mathcal{F}_t\} \) with \(t \in [0, T]\) be a family of nondecreasing \(\sigma\)-algebras of \(\mathcal{F}\) and \((W^s(t), \mathcal{F}_t), (W^a(t), \mathcal{F}_t)\) standard Wiener processes taking values in \(\mathbb{R}^p\) and \(\mathbb{R}^a\) respectively. Consider the stochastic nonlinear differential system described by (1), where \(x_t\) is the state vector in \(\mathbb{R}^r\), \(y_t\) is the measured output in \(\mathbb{R}^q\) and \(\phi: \mathbb{R}^r \rightarrow \mathbb{R}^r\), \(f: \mathbb{R}^r \rightarrow \mathbb{R}^a\) are smooth nonlinear maps. By defining the standard Wiener process \(W = [W^s T W^a]^T\) taking values in \(\mathbb{R}^b\), \(b = p + q\), system (1) may be rewritten as:

\[
\begin{align*}
    dx_t &= \phi(x_t)dt + \sum_{i=1}^{b} F_i dW_i(t), \quad x_{t=0} = x_0, \\
    dy_t &= h(x_t)dt + \sum_{i=1}^{b} G_i dW_i(t), \quad y_{t=0} = 0,
\end{align*}
\]  

(2)

with \(F_i, G_i; i = 1, \ldots, b\) columns of matrices \(F = [F_0 \ 0]\), \(G = [0 \ G]\).

The initial state \(x_0\) is an \(\mathcal{F}_0\)-measurable random variable, independent of \(W\), with finite and available moments up to degree \(2\nu\), namely:

\[
\zeta_i = \mathbb{E}[x_0^{[i]}], \quad \|\zeta_i\| < +\infty, \quad i = 1, \ldots, 2\nu,
\]

(3)

with the square brackets denoting the Kronecker powers (see [6] for a quick survey on the Kronecker product and its main properties).

Under standard analyticity hypotheses, both the state and the output equations can be written by using the Taylor polynomial expansion around a given state \(\tilde{x}\). According to the Kronecker formalism, the differential system in (2) becomes:

\[
\begin{align*}
    dx_t &= \sum_{i=0}^{\infty} \Phi_i(\tilde{x})(x_t - \tilde{x})^{[i]} dt + \sum_{j=1}^{b} F_j dW_j(t), \\
    dy_t &= \sum_{i=0}^{\infty} H_i(\tilde{x})(x_t - \tilde{x})^{[i]} dt + \sum_{j=1}^{b} G_j dW_j(t),
\end{align*}
\]

(4)

with:

\[
\Phi_i(x) = \frac{1}{i!} \left( \nabla^{[i]}_x \phi \right), \quad H_i(x) = \frac{1}{i!} \left( \nabla^{[i]}_x h \right).
\]

(5)

The operator \(\nabla^{(i)}_x \otimes\) applied to a function \(\psi = \psi(x): \mathbb{R}^n \rightarrow \mathbb{R}^p\) is defined as follows:

\[
\nabla^{(i)}_x \otimes \psi, \quad \nabla^{(i+1)}_x \otimes \psi = \nabla_x \otimes (\nabla^{(i)}_x \otimes \psi), \quad i \geq 1,
\]

(6)

with \(\nabla_x = [\partial / \partial x_1 \ldots \partial / \partial x_n]\). Note that \(\nabla_x \otimes \psi\) is the standard Jacobian of the vector function \(\psi\).

The idea of the paper is to use the \(\nu\)-degree Carleman approximation applied to system (2). Such an approach allows to obtain a bilinear differential system, which is then filtered according to corresponding optimal linear filter [7]. For the reader’s convenience, below are reported some useful propositions, concerning the Kronecker product properties and the differential operator (6). Recall that the Kronecker product is not commutative: given a pair of integers \((a, b)\), the symbol \(C_{a,b}\) denotes a commutation matrix, that is a matrix in \([0,1]^{ab \times ab}\) such that, given any two matrices \(A \in \mathbb{R}^{r \times c_a}\) and \(B \in \mathbb{R}^{s \times c_b}\)

\[
B \otimes A = C_{r,a,s,b}(A \otimes B)C_{c_a,c_b},
\]

(7)

where \(C_{r,a,s,b}, C_{c_a,c_b}\) are defined so that, denoted \([C_{u,v}]_{h,i}\) their \((h, i)\) entries:

\[
[C_{u,v}]_{h,i} = \begin{cases} 1, & \text{if } l = (|h - 1|_v)u + \left[ \frac{h - 1}{v} + 1 \right]; \\ 0, & \text{otherwise}. \end{cases}
\]

(8)

In the following the symbol \(I_n\) will denote the identity matrix of order \(n\).

Proposition 1: [7, Lem. 5.1] For any integer \(h \geq 1\) and \(x \in \mathbb{R}^n\), it results that:

\[
\nabla^{[h]}_x \otimes x^{[h]} = U_h^n(I_n \otimes x^{[h-1]}),
\]

(9)

and, for any \(h > 1\):

\[
\nabla^{[h-2]}_x \otimes x^{[h]} = O_h^n(I_n \otimes x^{[h-2]}),
\]

(10)

where:

\[
U_h^n = \sum_{\tau=0}^{h-1} C_{n,n,h-1-\tau}^T I_n^\tau, \\
O_h^n = \sum_{\tau=0}^{h-2} \sum_{a=0}^{h-1-\tau} (C_{n,n,h-1-\tau}^T \otimes I_n^\tau)(I_n \otimes C_{n,n,h-2-a}^T \otimes I_n).
\]

(11)

Lemma 2: Consider system (2) with the nonlinear maps \(\phi, h\) analytical, so that the power expansion around a generic point \(\tilde{x}\) in (4) may be used to describe the system. Then, for \(k \geq 2\), the differential of the \(k\)-th order Kronecker power of the state \(x_t\) is given by:

\[
d(x_t^{[k]}) = \sum_{r=0}^{\infty} A_t^{kn}(\tilde{x})(x_t - \tilde{x})^{[r]} dt + \sum_{j=1}^{b} B_{jk} x_t^{[k-1]} dW_j(t)
\]

(12)
with

\[ A_r^{kn}(\ddot{x}) = \sum_{i=(r-k+1)\lor 0}^r U_n^k(\Phi_i(\ddot{x}) \otimes I_{n^{k-i}}) \]

(13)

\[ \cdot (I_{n^i} \otimes M^{k-1}_r) (I_{n^r} \otimes \ddot{x}^{[k-r+i-1]}), \]

and

\[ B_{jk} = U_n^k(F_j \otimes I_{n^{k-j}}). \]

(14)

**Proof.** Define \( F_0 = \sum_{j=1}^b F_j^{[2]} \). According to the vector Ito formula [7, Thm. 5.2]:

\[ d(x_t^{[k]}) = \left( \nabla x \otimes x^{[k]} \right)|_{x=x_t} dx_t \]

+ \( \frac{1}{2} \left( \nabla^2 x \otimes x^{[k]} \right)|_{x=x_t} (d\Lambda(t))^{[2]}, \]

with \( \Lambda(t) \) the following martingale

\[ \Lambda(t) = \int_0^t \sum_{j=1}^b F_j dW_j(t). \]

(16)

Then, thanks to Proposition 1:

\[ d(x_t^{[k]}) = U_n^k(I_n \otimes x_t^{[k-1]})dx_t + \frac{1}{2} O_n^k(I_n^2 \otimes x_t^{[k-2]})F_0 dt \]

\[ = U_n^k(I_n \otimes x_t^{[k-1]}) \phi(x_t) dt + \sum_{j=1}^b F_j dW_j(t) \]

\[ + \frac{1}{2} O_n^k(I_n^2 \otimes x_t^{[k-2]})F_0 dt \]

\[ = U_n^k(I_n \otimes x_t^{[k-1]}) \phi(x_t) dt + \frac{1}{2} O_n^k(I_n^2 \otimes x_t^{[k-2]})F_0 dt \]

\[ + \sum_{j=1}^b U_n^k(I_n \otimes x_t^{[k-1]}) F_j dW_j(t), \]

(17)

see also the proof of Theorem 6.1, reference [7] for more details. By using the following property of the Kronecker product:

\[ (A \cdot B) \otimes (C \cdot D) = (A \otimes C) \cdot (B \otimes D), \]

(18)

which holds for any four matrices \( A, B, C, D \) suitably dimensioned according to the standard matricial product, the bilinear noise corresponding to the last term in (17) can be written as:

\[ \sum_{j=1}^b U_n^k(I_n \otimes x_t^{[k-1]}) (F_j \otimes 1) dW_j(t) \]

\[ = \sum_{j=1}^b U_n^k(F_j \otimes x_t^{[k-1]}) dW_j(t) \]

\[ = \sum_{j=1}^b U_n^k ((F_j \cdot 1) \otimes (I_{n^{k-1}} \cdot x_t^{[k-1]})) dW_j(t) \]

\[ = \sum_{j=1}^b B_{jk} x_t^{[k-1]} dW_j(t) \]

(19)

with \( B_{jk} \) as in (14). Then, taking into account the power expansion of the nonlinear map \( \phi \) and applying (18), the first term in (17) becomes:

\[ \sum_{i=0}^\infty U_n^k(I_n \otimes x_t^{[i]} \Phi_i(\ddot{x}) (x_t - \ddot{x})^{[i]} dt \]

\[ = \sum_{i=0}^\infty U_n^k \left( \Phi_i(\ddot{x}) (x_t - \ddot{x})^{[i]} \otimes x_t^{[k-i]} \right) dt \]

\[ = \sum_{i=0}^\infty U_n^k(\Phi_i(\ddot{x}) \otimes I_{n^{k-i}}) \left( (x_t - \ddot{x})^{[i]} \otimes x_t^{[k-i]} \right) dt \]

\[ = \sum_{i=0}^\infty U_n^k(\Phi_i(\ddot{x}) \otimes I_{n^{k-i}}) \left. \cdot \left( (x_t - \ddot{x})^{[i]} \otimes (x_t - \ddot{x} + \ddot{x})^{[k-i]} \right) dt. \]

(20)

Recall that the Kronecker power of a binomial allows the following expansion:

\[ (a + b)^{[k]} = \sum_{l=0}^k M^k_l(a^{[l]} \otimes b^{[k-l]}), \]

\[ \forall a, b \in \mathbb{R}^n, \]

(21)

with \( M^k_l \) suitably defined matricial coefficients in \( \mathbb{R}^{n \times n} \), [6]. By applying (21) to the \( (k-1) \)-th Kronecker power in (20):

\[ \sum_{i=0}^\infty U_n^k(\Phi_i(\ddot{x}) \otimes I_{n^{k-i-1}}) \]

\[ \cdot \left( (x_t - \ddot{x})^{[i]} \otimes \sum_{l=0}^{k-1} M^k_l ((x_t - \ddot{x})^{[l]} \otimes \ddot{x}^{[k-1-l]}) \right) dt \]

\[ = \sum_{i=0}^{k-1} \sum_{l=0}^{k-1-1} U_n^k(\Phi_i(\ddot{x}) \otimes I_{n^{k-i}}) (I_{n^i} \otimes M^k_l) \]

\[ \cdot \left( (x_t - \ddot{x})^{[i+l]} \otimes \ddot{x}^{[k-1-l]} \right) dt \]

\[ = \sum_{i=0}^{k-1} \sum_{l=0}^{k-1-1} U_n^k(\Phi_i(\ddot{x}) \otimes I_{n^{k-i}}) (I_{n^i} \otimes M^k_l) \]

\[ \cdot \left( I_{n^{i+l}} \otimes \ddot{x}^{[k-1-l]} \right) (x_t - \ddot{x})^{[i+l]} dt. \]

(22)

According to the change of index \( r = i + l \), the sums in (22) become:

\[ \sum_{i=0}^{\infty} \sum_{r=i}^{i+k-1} U_n^k(\Phi_i(\ddot{x}) \otimes I_{n^{k-i}}) \]

\[ \cdot \left( I_{n^r} \otimes M^k_{r-i} \right) (I_{n^r} \otimes \ddot{x}^{[k-r+i-1]}) (x_t - \ddot{x})^{[r]} dt, \]

(23)

so that (12) with (13) is achieved by changing the order of the sums in (23). \( \Box \)
By neglecting in (4) and (12) the higher order terms, greater than a chosen degree $\nu$, the above mentioned differentials $d(x_t^{[k]})$, $k = 1, 2, \ldots$, and $dy_t$ are approximated as follows:

\[
d(x_t^{[k]}) \simeq \sum_{r=0}^{\nu} A^{kn}_r(\tilde{x})(x_t - \tilde{x})^{[r]} dt
\]

\[
+ \sum_{j=1}^{b} (B_{jk} x_t^{[k-1]} + F_{jk}) dW_j(t),
\]

\[
dy_t \simeq \sum_{i=0}^{\nu} H_i(\tilde{x})(x_t - \tilde{x})^{[i]} dt + \sum_{j=1}^{b} G_j dW_j(t),
\]

with

\[
A^{1n}_r(\tilde{x}) = \Phi_r(\tilde{x}), \quad \forall r = 0, \ldots, \nu,
\]

\[
B_{j1} = 0, \quad \forall j = 1, \ldots, b,
\]

\[
F_{j1} = F_j, \quad F_{jk} = 0, \quad \forall j = 1, \ldots, b \quad \forall k > 1,
\]

\[
(24)
\]

The $\nu$-degree Carleman bilinearization of the stochastic differential system (2) consists in:

i) exploiting the powers of the binomial $(x_t - \tilde{x})$ in the sums of (24);

ii) substituting in (24) the output $y_t$ with a vector $Y^\nu(t)$ of the same dimension and setting $X^\nu(t)$ to be a vector such that $X^\nu(t) = [X^\nu_1(t) \cdots X^\nu_\nu(t)]^T$.

iii) substituting in (24) the powers of the state $x_t^{[k]}$ with $X^\nu_k(t)$ of the same dimension (recall that $x_t^{[k]} \in \mathbb{R}^{n^k}$), and considering them up to $k = \nu$;

iv) consider the stochastic Ito equations in (24) after items i-iii) as the bilinear generation model for the extended vector:

\[
X^\nu(t) = [X^\nu_1(t) \cdots X^\nu_\nu(t)]^T \in \mathbb{R}^{n^\nu}, \quad n_\nu = \sum_{i=1}^{\nu} n^i.
\]

The first step is achieved according to the Kronecker binomial formula (21):

\[
\sum_{r=0}^{\nu} \sum_{j=0}^{r} A^{kn}_r(\tilde{x})(x_t^{[j]} \otimes (-\tilde{x})^{[r-j]}) dt
\]

\[
= \sum_{j=0}^{\nu} \sum_{r=j}^{\nu} A^{kn}_r(\tilde{x}) M^j_{ij} (I_{n^j} \otimes (-\tilde{x})^{[r-j]}) x_t^{[j]} dt
\]

\[
= \sum_{j=0}^{\nu} \sum_{r=j}^{\nu} A^{kn}_r(\tilde{x}) x_t^{[j]} dt
\]

\[
(27)
\]

with

\[
A^{k\nu}_i(\tilde{x}) = \sum_{r=0}^{\nu} A^{kn}_r(\tilde{x}) M^j_{ij} (I_{n^j} \otimes (-\tilde{x})^{[r-j]}).
\]

Analogously, it comes that:

\[
\sum_{i=0}^{\nu} H_i(\tilde{x})(x_t - \tilde{x})^{[i]} dt \simeq \sum_{j=0}^{\nu} C_j(\tilde{x}) x_t^{[j]} dt
\]

\[
(29)
\]

Then, according to the items previously mentioned, the generation model for the pair $(X^\nu, Y^\nu)$ is given by:

\[
dX^\nu(t) = A^\nu(\tilde{x}) X^\nu(t) dt + N^\nu(\tilde{x}) dt
\]

\[
+ \sum_{j=1}^{b} (B^\nu_j X^\nu(t) + F^\nu_j) dW_j(t), \quad X^\nu(0) = X^\nu_0,
\]

\[
dY^\nu(t) = C^\nu(\tilde{x}) X^\nu(t) dt + D^\nu(\tilde{x}) dt + \sum_{j=1}^{b} G^\nu_j dW_j(t),
\]

\[
(31)
\]

with $X^\nu_0 = (x_0^T \cdots x_0^T)^T$, $x_0^k$, $k = 1, \ldots, \nu$, and:

\[
A^\nu = \begin{bmatrix} A^1_0 & \cdots & A^\nu_0 \\ \vdots & \ddots & \vdots \\ A^\nu_0 & \cdots & A^\nu_\nu \end{bmatrix}, \quad N^\nu = \begin{bmatrix} A^1_0 \\ \vdots \\ A^\nu_0 \end{bmatrix}, \quad C^\nu = \begin{bmatrix} C_1 & \cdots & C_\nu \end{bmatrix}, \quad D^\nu = C_0,
\]

\[
B^\nu_j = \begin{bmatrix} B_{j1} \\ \vdots \\ B_{j\nu} \end{bmatrix}, \quad F^\nu_j = \begin{bmatrix} F_{j1} \\ \vdots \\ F_{j\nu} \end{bmatrix}, \quad G^\nu_j = G_j.
\]

\[
(32, 33, 34)
\]

III. THE FILTERING ALGORITHM

In the following it will be assumed that $D^\nu = 0$. It is not a loss of generality, in that it can always be defined an auxiliary output $\tilde{Y}^\nu$ such that:

\[
d\tilde{Y}^\nu(t) = dY^\nu(t) - D^\nu(\tilde{x}) dt.
\]

The state $x_t$ is estimated as a linear transformation of the extended state estimate $\tilde{X}^\nu(t)$ described by (31), that is:

\[
\hat{x}_t^\nu = [I_n \quad O_{n\times(n_\nu-n)}] \tilde{X}^\nu(t).
\]

As is well known, the optimal choice for $\tilde{X}^\nu(t)$ would be the conditional expectation w.r.t. all the Borel transformations of the measurements:

\[
\tilde{X}^\nu(t) = \mathbb{E}[X^\nu(t)|F^\nu_t],
\]

\[
(37)
\]
Theorem 3: Let $m_X^n(t) = \mathbb{E}[X^n(t)]$ and $\Psi_X^n(t) = \text{Cov}(X^n(t))$ be the mean value and the covariance matrix of $X^n(t)$ respectively, whose evolutions are given by the following equations:

$$
\begin{align*}
\dot{m}_X^n &= A^n m_X^n + N^n(\tilde{x}), \\
m_X^n(0) &= (\zeta_1^T \cdots \zeta_q^T)^T, \\
\dot{\Psi}_X^n &= \left( \begin{bmatrix} A^n & B^n \end{bmatrix} \right)^T \mathbb{E} \begin{bmatrix} \frac{dX^n}{dt} \frac{dX^n}{dt}^T \end{bmatrix} \left( \begin{bmatrix} A^n & B^n \end{bmatrix} \right) \right. \\
&\quad \left. + \sum_{i=1}^{b} (B^n_i m_X^n(t) + F_i)(B^n_i m_X^n(t) + F_i)^T \right) + \sum_{i=1}^{b} (B^n_i m_X^n(t) + F_i)(B^n_i m_X^n(t) + F_i)^T,
\end{align*}
$$

where $\mathbb{E}[-|L(Y^n_t)]$ denotes the projection onto the space $L(Y^n_t)$. Assume that $\text{rank}(G) = q$. Then, the optimal linear estimate of the state process $X^n(t)$, namely $\hat{X}^n(t)$, is given by:

$$
\begin{align*}
d\hat{X}^n(t) &= A^n(\tilde{x})\hat{X}^n(t)dt + \sum_{i=1}^{b} (B^n_i m_X^n(t) + F_i)G_i^T \\
&\quad + P(t)C^{\nu T}(\tilde{x}) \mathbb{E}^{-1} \left( d\hat{X}^n(t) - C^{\nu T}(\hat{x}) \hat{X}^n(t) \right) dt
\end{align*}
$$

IV. SIMULATION RESULTS

Some simulation results are here reported in order to show the effectiveness of the proposed algorithm. Consider the following nonlinear system:

$$
\begin{align*}
\dot{x}_1(t) &= (-x_1(t) + x_1(t)x_2(t))dt + \alpha W_t, \\
\dot{x}_2(t) &= (-2x_2(t) - 2x_1(t)x_2(t))dt + \beta W_t,
\end{align*}
$$

with $P(0) = \Psi_X^n(0)$.

Proof. The proof is a straightforward consequence of [7, Thm. 4.4].

In the following plots, the estimates obtained with the proposed filtering algorithm with $\nu = 2$ are compared to those obtained by applying the classical Kalman-Bucy filter to the linearized differential system ($\nu = 1$).

Fig. 4.1 - True and estimated state: $x_1$.

Fig. 4.2 - True and estimated state: $x_2$. 
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The improvements obtained by increasing the index $\nu$ can be recognized by comparing the sampling variances of the estimation errors:

$$\sigma^2_1(\nu = 1) = 4.5592, \quad \sigma^2_1(\nu = 2) = 2.5684,$$
$$\sigma^2_2(\nu = 1) = 3.2081, \quad \sigma^2_2(\nu = 2) = 2.4942. \tag{46}$$

V. CONCLUSIONS

The problem of state estimation for a nonlinear differential system driven by a standard Wiener process has been investigated in this paper. The filtering algorithm here proposed is based on two steps: first the nonlinear system is approximated by using the Carleman bilinearization approach, taking into account all the powers of the series expansion up to a fixed degree $\nu$; next, the optimal linear filter of the approximating system is achieved. This step is based on a well known literature concerning suboptimal estimates for bilinear state space representations [5, 6]. When the index $\nu = 1$, the proposed algorithm gives back the classical Kalman-Bucy filter applied to the linearized differential system.
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