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Abstract—In this paper, we consider the problem of designing nonlinear robust formation controllers on a team of Unmanned Aerial Vehicles (UAV) using off-the-shelf autopilots. Two nonlinear robust formation control algorithms are presented. The first controller requires knowledge of the leader’s velocity and acceleration. The second controller, on the other hand, does not have such a requirement. Additionally, the desired trajectory for the follower UAV is generated by a perturbation-based extremum-seeking (ES) controller. With these algorithms, two formation flight objectives have been achieved: (i) a reduction of communication overhead, and (ii) a maximum energy saving mission flight. Numerical simulations validate the performance of the proposed control methodology.

I. INTRODUCTION

Due to recent developments in electronics and computing, it is now possible to find small size, light weight, powerful embedded computers, and off-the-shelf ad-hoc wireless network devices on the market. As a result, by exploiting current technology, one can build a group of relatively small UAVs each having satisfactory capabilities within a reasonable budget. In adversary and dangerous missions, it might be convenient to have multiple small UAVs operating cooperatively. This leads to cost-efficiency, fault tolerance and robustness. For tasks such as obtaining sensory measurements over a wide area (e.g., forest fire monitoring [1]), multiple UAVs are desirable because they can accomplish the task more efficiently than a single UAV. The reader is referred to [2] where a survey of UAV cooperative control is provided.

Teams of UAVs flying in formations with precisely defined geometries lead to many advantages, such as energy saving when the vortex forces are taken into account [3]. In addition, formation control allows for intelligent leaders and single agent planning while followers can focus on other tasks. Leader-following is a common approach to build formations of multi-vehicle systems. The challenge here lies in designing a formation controller that is computationally simple, yet robust. In [4] a framework for controlling a group of UAVs is developed. The controller design utilizes input/output dynamic linearization techniques based on a model that included the induced rolling moment generated by the lead aircraft over the wing aircraft. A testbed for autonomous flying controls is described in [5]. Authors in [6] develop an interesting experimental testbed for investigating close formation flight. In [7] a sliding-mode formation controller is proposed. Another relevant problem in multi-UAV systems that has received considerable attention is to design protocols such that a group of vehicles can achieve consensus upon certain variables of interest. Consensus problems in networks of agents have been addressed in [8].

Motivated by the idea of seeking the maximum induced lift for the follower UAV, some authors have proposed extremum-seeking (ES) formation flight controllers [9]. In this paper, we propose a multi-layer control architecture for practical and robust formation control and ES based on a cost effective autopilot1. In this scenario, the control objectives of the higher-level extremum-seeking controller are to locate the maximum induced lift points and to generate the desired trajectory for the middle-layer formation controller. To generate the desired trajectory, a perturbation-based algorithm is utilized to seek the maximum induced lift location while ensuring the trajectory is sufficiently smooth. It is assumed that the induced lift on the follower UAV is measurable or observable during the flight. The formation controller in turn generates velocity profiles to maintain a given formation geometry. Finally, the lower-level autopilot regulates the attitude of the follower UAV, maintains a desired height, and ensures that the UAV tracks the desired velocity profiles during the mission flight.

The remaining paper is organized as follows. Section II presents notation and mathematical preliminaries. Section III describes two different robust nonlinear formation controllers. Section IV is devoted to the extremum-seeking controller design. Simulation results are presented in Section V. Finally, concluding remarks are given in Section VI.

II. NOTATION AND PRELIMINARIES

We consider a group of $N$ unmanned aerial vehicles flying in formation. Sophisticated aircraft aerodynamical models can be found in many references, see for instance [10]. In this work, we simplify our analysis to an ideal scenario that the UAVs are flying in a wings-level steady-state and that the angle of attack and sideslip are considerably small, such that they can be ignored.

Usually, an off-the-shelf autopilot can provide two basic operational modes: (i) waypoint tracking mode, and (ii) holding mode. In the former, a sequence of points of interest can be uploaded into the autopilot before the mission is executed.
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or during the flight. The autopilot then generates a path from the current position to the next point of interest and provides the control commands to the aircraft. In this mode, however, the user cannot precisely control the aircraft’s position in the middle of two successive waypoints. In contrast, in holding mode, usually three hold channels are provided as follows: (1) the Mach hold, (2) the heading turn rate hold, and (3) the altitude hold. The autopilot continuously executes control commands sent to these hold channels. Although, some successful waypoint autopilot-based formation flight experiments have been reported in the literature [11], it would be more convenient to use the autopilot in holding mode when close formation flight is required. For instance, extremum-seeking, navigation in urban environments, and others require precise close formation flight. In this paper, we investigate the feasibility of using an off-the-shelf autopilot [12] in holding mode for the follower UAVs. The lead aircraft, on the other hand, has its autopilot set in waypoint tracking mode.

Based on the autopilot running in the holding mode, the lateral and longitudinal motions are decoupled. We can write a simplified model of the aircraft as [13]:

\[
\begin{bmatrix}
\dot{x}_i \\
\dot{y}_i \\
\dot{\psi}_i
\end{bmatrix} = \begin{bmatrix}
\cos \psi_i & 0 & V_i \\
\sin \psi_i & 0 & 0 \\
0 & 1 & \omega_i
\end{bmatrix},
\]

(1)

\[
\dot{V}_i = -\frac{1}{\tau_v} V_i + \frac{1}{\tau_v} V_{ic},
\]

(2)

\[
\dot{\omega}_i = -\frac{1}{\tau_\omega} \omega_i + \frac{1}{\tau_\omega} \omega_{ic},
\]

\[
\dot{h}_i = -\frac{1}{\tau_h} \dot{h}_i - \frac{1}{\tau_h} h_i + \frac{1}{\tau_h} h_{ic},
\]

where the subscript \(i \in I\) indicates the state variables of the \(i^{th}\) UAV, \(x_i\) and \(y_i\) represent the positions in Cartesian coordinates, \(V_i\) is the velocity, \(\psi_i\) is the heading angle, and \(h_i\) is the altitude. \(V_{ic}, \omega_{ic}\), and \(h_{ic}\) are the commands to the Mach hold, heading-turn-rate hold, and altitude hold channels of the autopilot, respectively. \(\tau_v, \tau_\omega, \tau_h, \) and \(\tau_{ic}\) are known positive constants that depend on the autopilot.

### III. LEADER-FOLLOWING FORMATION CONTROL

In this section, we set up a kinematic model for an UAV formation flight system. Assuming that the UAVs are flying at a constant altitude, we can consider an operator specified the \(i^{th}\) UAV motion \(a_i(t) \in \mathbb{R}^2, i = \{1, 2, \ldots, N\}\) given as follows

\[
a_i(t) = x_i(t)\dot{i} + y_i(t)\dot{j},
\]

(3)

where \(x_i(t)\) and \(y_i(t)\) represent the respective Cartesian coordinates in an earth fixed reference inertial frame \(\mathcal{I}\). Let \(F^d_{jk}(t) \in \mathbb{R}^2\) be a desired formation that allows a wing airplane \(k\) to follow a leader airplane \(j\) given by

\[
F^d_{jk}(t) = \left[ l^d_{jk} \quad \eta^d_{jk} \right]^T,
\]

(4)

where \(l^d_{jk}(t) \in \mathbb{R}^+\) is the desired distance and \(\eta^d_{jk}(t) \in [\frac{\pi}{2}, \frac{3\pi}{2}]\) is the desired relative bearing angle as shown in Figure 1. Consequently by changing \(F^d_{jk}(t)\) we are able to define different formation shapes. Then the actual formation for a wing airplane \(k\) to follow a leader airplane \(j\) is described by

\[
F_{jk}(t) = \left[ l_{jk} \quad \eta_{jk} \right]^T \in \mathbb{R} \times \left[ \frac{\pi}{2}, \frac{3\pi}{2} \right],
\]

(5)

in which the relative distance is defined as

\[
l_{jk}(t) = \| a_j - a_k \|_2,
\]

(6)

where \(\| \cdot \|_2\) denotes the standard Euclidean norm; \(a_j(t) = x_j(t)\dot{i} + y_j(t)\dot{j}\) and \(a_k(t) = x_k(t)\dot{i} + y_k(t)\dot{j}\) are the specified operators of the leader airplane and the wing airplane in \(\mathcal{I}\); and \(j, k\) stand for leader and wing, respectively. The relative bearing is given by

\[
\eta_{jk}(t) = \pi + \zeta - \psi_j,
\]

(7)

where \(\zeta(t) = \arctan 2(y_j - y_k, x_j - x_k)\).

Taking the time derivative of equation (5), we have

\[
\dot{F}_{jk} = \left[ \dot{l}_{jk} \quad \dot{\eta}_{jk} \right] = \left[ \frac{1}{l_{jk}} V_k \sin \gamma_{jk} - \frac{1}{l_{jk}} V_j \sin \gamma_{jk} \right] \left( V_k \cos \gamma_{jk} - V_j \cos \gamma_{jk} \right) \left( V_k \sin \gamma_{jk} - \frac{1}{l_{jk}} \dot{\omega}_j \right),
\]

(8)

Rearranging (8), we can derive the following nonlinear kinematic model for the leader-following formation flight system

\[
\dot{F}_{jk}(t) = g_1(\cdot)V_k + g_2(\cdot)V_j + g_3(\cdot)\omega_j,
\]

(9)

where the vector fields \(g_1(\cdot), g_2(\cdot),\) and \(g_3(\cdot) \in \mathbb{R}^2\) are defined as

\[
g_1(\cdot) = \left[ \frac{\cos \gamma_{jk}}{l_{jk}} \sin \gamma_{jk} \right],
\]

\[
g_2(\cdot) = \left[ -\frac{\cos \eta_{jk}}{l_{jk}} \sin \eta_{jk} \right],
\]

\[
g_3(\cdot) = \left[ 0 \quad -1 \right],
\]

with \(\gamma_{jk}(t) \equiv \psi_j + \eta_{jk} - \psi_j\). \(V_k(t)\) is the linear velocity of the follower. \(V_j(t)\) and \(\omega_j(t)\) are the linear and angular velocities of the leader. Our control objective is to design the formation controller \((V_k(t), \omega_k(t))\) to drive the
wing UAV to track a desired formation $F_{jk}(t)$. To this end, we define the formation error as

$$e = F_{jk}^d(t) - F_{jk}(t),$$

(10)

where $e(t) \in \mathbb{R}^2$. Taking the derivative of (10) with respect to time and combining with (9), the following is obtained

$$\dot{e} = \dot{F}_{jk}^d - g_1(\cdot)V_k - g_2(\cdot)V_j - g_3(\cdot)\omega_j.$$

(11)

It is obvious that the input matrix $g_1(\cdot)$ of the error system (11) is not invertible. Thus we cannot design the control based on (11). To facilitate the control design on this system, we first use the dynamic extension method from [14] to render (11) into a relative degree system. Differentiating both sides of (11) with respect to time and after some algebraic and trigonometric manipulation, we obtain

$$\dot{e} = \dot{\tilde{F}}_{jk}^d - \left[ \frac{\partial g_1(\cdot)}{\partial \gamma_{jk}} \tilde{\eta}_{jk} + \frac{\partial g_1(\cdot)}{\partial l_{jk}} \tilde{l}_{jk} \right] V_k + g(\cdot)u_k + f_1(\cdot)\tilde{\omega}_j + f_2(\cdot)\tilde{\omega}_j.$$

(12)

The new input matrix is given by

$$g(\cdot) = \left[ -g_1(\cdot) \frac{\partial g_1(\cdot)}{\partial \gamma_{jk}} V_k \right] = \left[ \frac{1}{l_{jk}} \sin \gamma_{jk} - V_k \sin \gamma_{jk}, -\frac{V_k}{l_{jk}} \cos \gamma_{jk} \right] \in \mathbb{R}^{2 \times 2},$$

and the new matrices are

$$f_1(\cdot) = \left[ -g_2(\cdot) - \frac{\partial g_1(\cdot)}{\partial \gamma_{jk}} V_k \right] \in \mathbb{R}^{2 \times 2},$$

$$f_2(\cdot) = \left[ -g_2(\cdot) - g_3(\cdot) \right] \in \mathbb{R}^{2 \times 2}.$$ 

Also, we define the leader linear and angular velocity vector as $\tilde{V}_j = [V_j \omega_j]^T \in \mathbb{R}^2$, and the follower new control input as $u_k(t) = \tilde{V}_k \tilde{\omega}_k^2 \in \mathbb{R}^2$. It is not difficult to check that the new input matrix $g(\cdot)$ is nonsingular under the condition that the flight speed $V_k \geq V_{\text{min}} > 0$ and $l_{jk} \geq l_{\text{min}} > 0$. $V_{\text{min}}$ is the minimum distance to avoid collision between the two UAVs.

A. A Primary Nonlinear Approach

As a primary approach in this sub-section, we assume the leader linear and angular velocity and acceleration vectors $\tilde{\omega}_j$ and $\tilde{\omega}_j$ are known to the follower aircraft (by leader’s onboard instruments and the communication link between leader and follower). We first design the following filtered signal $r(t) = [r_1 r_2]^T \in \mathbb{R}^2$

$$\dot{r}(t) = \dot{e} + Ke,$$

(13)

where $K = \left[ \begin{array}{cc} k_1 & 0 \\
0 & k_2 \end{array} \right]$, and $k_{1,2} \in \mathbb{R}^+$ are design gain constants. Differentiating (13) with respect to time and substituting in (12) produces

$$\dot{r}(t) = \dot{\tilde{F}}_{jk}^d - \left( \frac{\partial g_1(\cdot)}{\partial \gamma_{jk}} \tilde{\eta}_{jk} + \frac{\partial g_1(\cdot)}{\partial l_{jk}} \tilde{l}_{jk} \right) V_k + g(\cdot)u_k + f_1(\cdot)\tilde{\omega}_j + f_2(\cdot)\tilde{\omega}_j + K\dot{e}.$$

(14)

Based on a Lyapunov analysis, the formation control law becomes

$$u_k = g^{-1}(\cdot) \left[ -\tilde{F}_{jk}^d + \left( \frac{\partial g_1(\cdot)}{\partial \gamma_{jk}} \tilde{\eta}_{jk} + \frac{\partial g_1(\cdot)}{\partial l_{jk}} \tilde{l}_{jk} \right) V_k \\
- f_1(\cdot)\tilde{\omega}_j - f_2(\cdot)\tilde{\omega}_j - K\dot{e} - \phi(r) \right],$$

(15)

where $\phi(r) \in \mathbb{R}^2$ is a sliding vector function so that the sliding condition is guaranteed.

**Theorem 3.1:** The control law of (15) ensures stable sliding surface dynamics of the system in (13) and that all system signals are bounded under closed-loop operation and the tracking error is asymptotically stable in the sense that $\lim_{t \to \infty} e(t), \dot{e}(t) = 0$.

**Remark 3.2:** A generic sliding vector function $\phi(r)$ is given in the above control design, so a variety of available sliding vector functions can be substituted in to reduce the chattering and to achieve satisfactory performance.

B. A Secondary Nonlinear Approach

The effectiveness of the control law introduced in the previous section is based on the assumption, the leader’s position, attitude, velocity and acceleration information are all known to the follower. Those data can be obtained by onboard instruments (on leader and/or follower) and inter-vehicle communications. This is a common assumption in the formation flight control literature. However, in reality, due to the payload limitation or communication failure (for example, under electronic countermeasures), this assumption might not always hold. Consequently, control laws that assume full knowledge of the lead aircraft state cannot guarantee a desired formation in the presence of communication failures. Some issues regarding control design under limited communication are addressed in [15].

In this section, we present a robust nonlinear formation controller design that does not assume the leader’s velocity and acceleration are known. Specifically, by expanding the second term on the right side of equation (14) along with equation (8), we can rearrange (14) into

$$\dot{r}(t) = \dot{\tilde{F}}_{jk}^d - \left[ \frac{1}{l_{jk}} \cos \gamma_{jk} \sin \gamma_{jk} \right] V_k^2 + g(\cdot)u_k + f_1(\cdot)\tilde{\omega}_j + f_2(\cdot)\tilde{\omega}_j + f_3(\cdot)\tilde{V}_j \tilde{V}_j + K\dot{e},$$

(16)

where $f_1(\cdot), f_2(\cdot), f_3(\cdot)$ are functions of $F_{jk}(t), V_k(t), \gamma_{jk}(t)$. Note that $f_1(\cdot), f_2(\cdot), f_3(\cdot)$ are bounded since $l_{jk} \geq l_{\text{min}} > 0$ and $V_k(t) \in \mathbb{L}_\infty$.

We make the following assumptions:

**Assumption 3.3:** During the formation flight, the leader UAV is stably tracking some desired trajectories $\gamma_{jk}^d = [\gamma_{jk}^d \omega_{jk}^d]^T, \tilde{\omega}_{jk}^d = [\tilde{V}_j^d \omega_{jk}^d]^T \in \mathbb{R}^2$ with $\tilde{\omega}_j^d, \tilde{\omega}_j^d \in \mathbb{L}_\infty$, so that we can assume $\omega_j, \tilde{\omega}_j, \tilde{\omega}_j \in \mathbb{L}_\infty$.

**Assumption 3.4:** All other terms in (16) except $\tilde{\omega}_j$ and $\tilde{\omega}_j$ are known.

**Remark 3.5:** Using equation (3), it is possible to generate a leader UAV trajectory so that Assumption 3.3 holds.
The follower control vector \( u_k(t) \) in (14) becomes

\[
\begin{align*}
  u_k &= g^{-1}(\cdot) \left( -\hat{P}_{jk} + \left[ \frac{1}{2} \sin^2 \gamma_{jk} - \frac{1}{2} \cos \gamma_{jk} \sin \gamma_{jk} \right] V^2_k \\ &\quad -k_s e - \beta_1 \text{sgn}(e(t)) \right),
\end{align*}
\]

where \( k_s \) and \( \beta_1 \) are constant positive control gains. After substituting \( u_k \) into (16), the closed-loop system is given by

\[
\begin{align*}
  \dot{r}(t) &= f_1(\cdot)\omega_2 \hat{J} + f_2(\cdot)\omega_3 \hat{J} + f_3(\cdot)\omega_2 V_j + K\hat{e} - k_s e - \beta_1 \text{sgn}(e(t)).
\end{align*}
\]  

(18)

Before stating the main result of this section, we give the following lemma which will be invoked later.

**Lemma 3.6:** Let the auxiliary function \( \Gamma(t) \in \mathbb{R} \) be defined as follows

\[
\Gamma \triangleq r^T \left[ f_1(\cdot)\omega_2 \hat{J} + f_2(\cdot)\omega_3 \hat{J} + f_3(\cdot)\omega_2 V_j + K\hat{e} - \beta_1 \text{sgn}(e(t)) \right].
\]

If the control gain \( \beta_1 \) is selected to satisfy the sufficient condition

\[
\beta_1 > \| f_1(\cdot)\omega_2 \hat{J} + f_2(\cdot)\omega_3 \hat{J} + f_3(\cdot)\omega_2 V_j + K\hat{e} \|_2 + \frac{1}{\| K \|_2} \int dt \left[ d(f_1(\cdot)\omega_2 \hat{J} + f_2(\cdot)\omega_3 \hat{J} + f_3(\cdot)\omega_2 V_j + K\hat{e}) \right]
\]

where \( K \) is defined in (13), then

\[
\begin{align*}
  \int_{t_0}^{t} \Gamma(t) \mathrm{d}t &\leq \zeta_b,
\end{align*}
\]

(20)

where the positive constant \( \zeta_b \in \mathbb{R} \) is defined as

\[
\zeta_b \triangleq \beta_1 \| e(t_0) \|_1 - e^T(t_0) \left[ f_1(t_0)\omega_2 \hat{J}(t_0) + f_2(t_0)\omega_3 \hat{J}(t_0) + f_3(t_0)\omega_2 V_j(t_0) + K\hat{e}(t_0) \right]
\]

(21)

where the notation \( \| \cdot \|_1 \) denotes the \( L_1 \) norm.

We now state the main stability result for the second controller in the following theorem.

**Theorem 3.7:** The control law of (17) ensures that all system signals are bounded under closed-loop operation and the tracking error is asymptotically stable in the sense that \( \lim_{t \to \infty} e(t) = 0 \).

**Proof:** Let \( P(t) \in \mathbb{R} \) be an auxiliary function as follows

\[
\begin{align*}
  P(t) \triangleq \zeta_b - \int_{t_0}^{t} \Gamma(t) \mathrm{d}t \geq 0,
\end{align*}
\]

(22)

where \( \zeta_b \) and \( \Gamma(t) \) have been defined in Lemma 3.6. Based on the non-negativity of \( P(t) \), we define a Lyapunov function candidate \( V(t) \) by

\[
V \triangleq \frac{1}{2} \hat{r}^T \hat{r} + \frac{1}{2} k_s e^T e + P.
\]

(23)

After taking the time derivative of (23), we have \( \dot{V} = r^T \dot{r} + k_s e^T \dot{e} + \dot{P} \). Then by utilizing the closed-loop dynamics of (18) and (22), we can obtain the following expression for \( \dot{V}(t) \)

\[
\begin{align*}
  \dot{V} &= r^T \left[ f_1(\cdot)\omega_2 \hat{J} + f_2(\cdot)\omega_3 \hat{J} + f_3(\cdot)\omega_2 V_j + K\hat{e} - k_s e - \beta_1 \text{sgn}(e(t)) \right] + k_s e^T \dot{e} - \Gamma.
\end{align*}
\]

(24)

Rearranging the first term on the right hand side of (24) and using the definition of \( \Gamma \), we get

\[
\dot{V} = -k_s r^T e + k_s e^T \dot{e} = -k_s r^T e \leq -k_{min} k_s \| e \|^2
\]

(25)

where \( k_{min} = \min\{ k_1, k_2 \} \), \( e(t) \in L_\infty \cap L_2 \) and \( \lim_{t \to \infty} e(t) = 0 \). From Lemma A.8 of [16] and the definition of \( \Gamma \), one readily obtains \( r(t) \in L_\infty \cap L_2 \) and \( \lim_{t \to \infty} r(t) = 0 \). From (13) again, it is easy to see \( \dot{e}(t) \in L_\infty \cap L_2 \) and \( \lim_{t \to \infty} \dot{e}(t) = 0 \).

**IV. ES-BASED DESIRED TRAJECTORY GENERATION**

In UAV close formation flight, the follower UAV will ride on the upwash field of the wingtip vortex of the leader UAV. This will maximize the energy saved during flight. Furthermore, the Dryden flight showed that the lift force \( L(t) \) received by the follower UAV in the wakes of the upwash is a function of the lateral wingspan separation \( y(t) \) and the vertical wingspan separation \( z(t) \) [3]. In fact, a maximum lift point does exist, and the induced lift \( L(t) \) can be estimated [9]. Motivated by the Dryden flight results, our objective is to design an ES controller to seek the existing maximum lift point. Thus, the ES controller generates a reference trajectory for the follower UAV.

The robust formation controllers given in the previous section allow the follower UAV to track a desired trajectory. Following the work presented in [17] and the guidelines given in [18], the extremum-seeking can be decoupled into lateral and vertical control loops. The extremum-seeking algorithm in the lateral control loop produces the desired lateral separation trajectory, \( y_d(t) \), as follows

\[
\begin{align*}
  y_d(t) &= \delta_{lt} \sin(\omega_{lt} t) + \hat{y}_d(t) \\
  \dot{y}_d(t) &= k_{lt}(L(t) - \vartheta(t)) \delta_{lt} \sin(\omega_{lt} t - \theta_{lt}) \\
  \vartheta(t) &= -\omega_{ht} \vartheta(t) + \omega_{lt} L(t)
\end{align*}
\]

(26)

where \( \delta_{lt} \in \mathbb{R} \) is a small positive constant and represents the perturbation amplitude, \( \omega_{lt} \in \mathbb{R} \) is a positive constant and represents the perturbation frequency, \( k_{lt} \) and \( \omega_{lt} \in \mathbb{R} \) are constant filter parameters to be designed, \( \theta_{lt} \) is a constant phase delay, \( \hat{y}_d(t) \), and \( \vartheta(t) \) are filtered signals. The desired wingspan vertical separation, \( z_d(t) \), is generated in a similar fashion. Figure 2 illustrates a block diagram of a multi-layer two degree of freedom ES formation flight controller.

**V. SIMULATION RESULTS**

The performance of the proposed controllers have extensively been tested on simulation. Matlab/Simulink is used to simulate Piper J3Cub UAVs equipped with Piccolo autopilots. Chattering is always an issue in sliding-mode like control design. In order to minimize chattering, \( \text{arctan}() \) is used instead of \( \text{sgn}() \) in (15) and (17). To simplify notation, the control algorithms described in Sections III-A and III-B are referred as \( C_1 \) and \( C_2 \), respectively.

In the simulation scenario, the initial conditions of the leader are \( x_j(0) = y_j(0) = 0 \) m, \( z_j(0) = 1000 \) m, \( V_j(0) = 17.5 \) m/s, and \( \omega_j(0) = 0 \) rad/s. For the follower, the initial conditions are \( x_k(0) = 150 \) m, \( y_k(0) = 20 \) m, \( z_k(0) = 980 \) m. The lateral separation trajectory, \( L(t) \), is demanded.
Fig. 2. Block diagram of extremum-seeking ES formation flight controller.

Fig. 3. Trajectories of the UAVs in close formation.

Since the trajectories of the wing-airplane under the two controllers are very similar, we only present in Figure 3, the trajectory of the 2-UAV team under the action of $C_2$. As it can be seen, the wing-airplane is able to maintain the desired relative distance and bearing angle with respect to the lead aircraft. Figures 4 and 5 depict the control inputs and formation error when $C_1$ is used.

m, $V_k = 20\ m/s$, and $\omega_k(0) = 0\ rad/s$. The desired formation is $t^d_{jk} = 100\ m$ and $\eta^d_{jk} = \frac{\pi}{2}\ rad$.

Fig. 4. Control inputs using $C_1$.

Fig. 5. Error under the action of $C_1$.

Fig. 6. Control inputs using $C_2$.

Fig. 7. Error under the action of $C_2$.

Furthermore, Figures 6 and 7 show the control inputs and formation error under $C_2$. Note that the initial amplitudes of the control inputs under $C_2$ are higher than the ones given by $C_1$. We anticipate this behavior since $C_2$ assumes no information about the velocity and acceleration of the leader aircraft. Nevertheless, the overall performance of the closed-loop system under $C_2$ is comparable with the performance under $C_1$. $C_2$ is the preferred controller in case of inter-vehicle communication failures or when the communication bandwidth is limited. A switching-logic scheme can be designed so that $C_1$ is used when communication between UAVs is possible and the follower UAV has access to its leader’s velocity and acceleration; otherwise, $C_2$ should be switched in. Stability of the switching formation controller becomes an issue that would require further investigation. This analysis is out of the scope of this paper. We also simulate the extremum-seeking ES higher-level controller outlined in Section IV. The experimental data of NASA Dryden flight research center [3] is used for this purpose. We follow the convention given in [3], that is the relative lateral
position $Y$ is zero when the wingtips are aligned (refer to Figure 1). $Y$ becomes increasingly negative as the wingtip overlap increases. Similarly, the relative vertical position $Z$ is zero when the wingtips are aligned. $Z$ is negative, if the wing airplane is below the leader airplane. Finally, the longitudinal separation $X$ is fixed at a distance of 112 ft.

In the experiment, the peak values occur at $Y = -4.9$ ft. (wings overlapped), and $Z = 0.0$ ft. Controller $C_2$ is used to track the reference trajectory generated by the ES controller. The initial lateral separation is $Y(0) = -11.3$ ft. Both UAVs are flying at the same altitude, i.e., $Z = 0$ ft. The perturbation and filter parameters are $\delta_{lt} = 0.12$ ft., $\omega_{lt} = 3$ rad/s, $k_{lt} = 0.175$, $\theta_{lt} = 0$, and $\omega_{ht} = 0.04$ rad/s.

The simulation results are presented in Figure 8 and 9. As it can be seen, the desired lateral position converges to $-4.9$ ft after $t = 200$ s. Also, the induced lift asymptotically stabilizes at the the maximum point of about $L = 750$.

Specifically, the second control law eliminates the requirement of leader’s velocity and acceleration information, which significantly reduces the communication overhead.

Currently, these controllers are being implemented on an experimental testbed of terrestrial UAVs. Although, extremum-seeking cannot be implemented on terrestrial UAVs, we will be able to evaluate the performance and robustness of the controllers to communication failures and delays. This evaluation is critical before implementing the algorithms on actual unmanned aerial vehicles.
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VI. CONCLUSIONS

In this paper, we present a hierarchical control system that allows a team of UAVs to navigate in close formation. The lower-layer consists of off-the-shelf autopilots capable of trajectory generation in waypoint mode or holding mode. At the higher-layer, two robust, stable nonlinear controllers are developed and integrated with an extremum-seeking algorithm. This multi-layer control scheme allows a team of UAVs to perform complex navigation tasks with maximum energy saving under limited inter-vehicle communication.
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