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Abstract—An output feedback based discrete time sliding mode control scheme is proposed. It incorporates a tracking requirement and is dynamic in nature. Previous work has shown that, with an appropriate choice of sliding surface, discrete time sliding mode control can be applied to non-minimum phase systems. The original scheme employed static output feedback and this imposed restrictions on the class of systems to which it was applicable. The scheme proposed in this paper includes a compensator and so some of the restrictions relating to stabilizability by outputs alone can be removed.

I. INTRODUCTION

Many conventional (continuous time) sliding mode control design schemes assume that all the states of the plant are directly accessible. In real systems, it often happens that not all system states are fully available or measurable. One solution is to use an observer to reconstruct the system states [21], [25], [7]. Alternatively output feedback strategies can be employed in which the control law only requires knowledge of measured outputs [6], [9], [1]. There are, however, inherent system restrictions on using output feedback sliding mode control design procedures. Normally, the most serious limitation of output feedback sliding mode control is that the system must be relative degree one and minimum phase [8]. The minimum phase restriction in particular arises from the fact that the system zeros appear amongst the poles governing the sliding motion. Compared with continuous time sliding mode strategies, the design problem in discrete time has been much less studied. With the exception of the early work in [20], most of the literature assumes all states are available [11], [12], [13], [14], [24]. Schemes which have restricted themselves to output measurements alone have invariably utilised observers [23]. Recent exceptions have been the work of [15], [18] and the discrete time versions of certain higher-order sliding mode control schemes in [3], [4]. In particular [15] considered an output tracking problem for an uncertain linear system using sliding mode ideas which requires output information only. It was shown in [15] that the requirements of relative degree and minimum phaseness could be overcome by the use of a novel sliding surface. In order that a stable (ideal) discrete time sliding motion exists, necessary and sufficient conditions were given in terms of the stabilizability by static output feedback of a fictitious system triple obtained from the real system. This fictitious system can easily

be isolated once the real system is transformed into a special canonical form described in [15]. The stabilizability condition is the only significant restriction on the class of systems to which the results are applicable, but of course for general multivariable systems this condition can, at best, only be tested numerically. In [15] a static output feedback structure was considered and so the fact that there is a limitation on the class of systems to which it is applicable is not surprising. This paper builds on this earlier work and proposes a specific compensator structure to circumvent this restriction. The resulting controller is applied to a planar vertical takeoff and landing (PVTOL) aircraft model. The PVTOL has previously elicited interest from the control community [2], [17], [10] because the simplified two degree of freedom dynamics are nonlinear and nonminimum phase. It is an interesting theoretical problem associated with a nonlinear system clearly motivated by an application. Simulation results are presented to verify the robustness of this method.

II. PROBLEM FORMULATION

Consider the discrete time square system with matched uncertainties

\[ x_p(k+1) = Gx_p(k) + H(u(k) + \xi(k)) \]
\[ y(k) = Cx_p(k) \]

where \( x_p \in \mathbb{R}^n \), \( u \in \mathbb{R}^m \) and \( y \in \mathbb{R}^p \) with \( m = p < n \). Assume that the input and output distribution matrices \( H \) and \( C \) are full rank. In addition, assume the triple \( (G, H, C) \) is minimal. The matched uncertainties, \( \xi(k) \), are unknown but are assumed to belong to a balanced set \( \mathcal{F} \).

The objective of this paper is to determine an appropriate sliding surface \( S \) formed from a linear combination of the states, and a control law which depends only on the measured outputs such that:

- for the nominal linear system when \( \xi \equiv 0 \) an ideal sliding motion is obtained in finite time i.e. \( x_p(k) \in S \) for all \( k > k_s \);
- for uncertain systems the effect of the matched uncertainty \( \xi \) is minimized and an appropriate bounded motion about \( S \) is maintained.

The discrete time sliding mode situation is quite different from its continuous time counterpart: in continuous time an appropriate discontinuous control strategy can be employed to maintain ideal sliding in the presence of bounded matched uncertainty and to ensure its effect is

1 The set \( \mathcal{F} \) is balanced if \( \xi(k) \in \mathcal{F} \Rightarrow -\xi(k) \in \mathcal{F} \) [5].
as in [22] the class of sliding surfaces will be restricted to the performance of the controller [22], [13], [14]. As in [22] the class of sliding surfaces will be restricted to the performance of the controller [22], [13], [14].

\[ S = \{ x_p \in \mathbb{R}^n : H^T P x_p = 0 \} \]  

where \( P \in \mathbb{R}^{n \times n} \) is a symmetric positive definite (s.p.d.) matrix. Associate with \( P \) a candidate Lyapunov function \( V(k) = x_p(k)^T P x_p(k) \) and define the corresponding Lyapunov difference function by

\[ \Delta V(k) = V(k+1) - V(k) \]

Consider initially a nominal regulation problem where no uncertainty is present (\( \xi(k) \equiv 0 \)). In the absence of uncertainty an ideal sliding motion can be attained on \( \mathcal{S} \) and it follows from (1) that

\[ H^T P x_p(k+1) = H^T P G x_p(k) + H^T P H u(k) = 0 \]

The equivalent control action necessary to maintain an ideal sliding motion is given by

\[ u_{eq}(k) = -(H^T P H)^{-1} H^T P G x_p(k) \]

If \( P \) is such that the closed-loop system, obtained from using the control law (5) in (1), satisfies \( \Delta V(k) < 0 \) for all \( k \), then from standard Lyapunov theory the closed-loop system is asymptotically stable [19]. It is clear that

\[ \Delta V(k) = x(k)^T Q x(k) \]

where

\[ Q := P - G_e^T P G_e \]

and the closed-loop system matrix

\[ G_e := G - H (H^T P H)^{-1} H^T P G \]

Thus if \( Q > 0 \), the closed-loop system is stable.

**Proposition 1:** For the uncertain discrete time system in (1), the control law (5), with \( P \) chosen so that \( Q \) from (6) is s.p.d., has the property that:

a) induces an ideal sliding motion on \( \mathcal{S} \) in finite time when \( \xi(k) \equiv 0 \);

b) minimizes the effect of \( \xi(k) \) on the closed loop dynamics in a min-max sense i.e. the control law in (5) minimises over all possible state feedback control laws the effect of the worst case uncertainty \( \xi(k) \) on the Lyapunov difference \( \Delta V(k) \).

c) minimizes in a min-max sense the deviation from the ideal sliding surface \( \mathcal{S} \).

**Proof**

(a) follows from the fact that (5) is the discrete time equivalent control and so in the absence of uncertainty will ensure \( H^T P x(k) = 0 \) for all \( k > 1 \).

(b) follows from the fact that (5) can also be shown to be a discrete min-max controller for \( \Delta V(k) \); see for example [5], [22].

(c) is proved in [13].

If it is possible to solve

\[ H^T P G = FC \]  

for some matrix \( F \in \mathbb{R}^{n \times m} \) then provided \( \det G \neq 0 \) the controller from (5) can be realised through outputs alone so that

\[ u(k) = -(FCG^{-1}H)^{-1} F y(k) \]

Throughout the paper it will be assumed that:

A1) the plant state transition matrix \( G \) is nonsingular

A2) the matrix \( CG^{-1}H \) has rank \( m \).

**Remark** Assumption A1 is not a particularly strong one and most discrete systems satisfy this requirement. Assumption A2 is a system property and is independent of the choice of coordinates in the state space representation. It is in fact a necessary condition to find a s.p.d. matrix \( P \) and an \( F \in \mathbb{R}^{m \times m} \) to solve (7). This can be seen as follows: Assuming A1 is satisfied, (7) is satisfied if and only if \( H^T P = FCG^{-1}H \) and consequently \( H^T P H = FCG^{-1}H \). Since \( P \) is s.p.d. and \( H \) is full rank, rank(\( H^T P H \)) = \( m \) and hence rank(\( FCG^{-1}H \)) = \( m \). This implies both \( F \) and \( CG^{-1}H \) must be rank \( m \).

Based on assumptions A1 and A2, a change of coordinates will be introduced which facilitates insight into the class of systems for which this problem is solvable. Define a new matrix

\[ S := CG^{-1} \]

This matrix will take the role of the output distribution matrix for a new, purely fictitious system \( (G, H, S) \), which will be necessary for the theoretical developments. In order to facilitate the analysis, a change of coordinates will be introduced for the fictitious system \( (G, H, S) \). By definition, and from assumption A2, rank(\( SH \)) = \( m \). As argued in [6], since rank(\( SH \)) = \( m \), there exists a change of coordinates such that

\[ G = \begin{bmatrix} G_{11} & G_{12} \\ G_{21} & G_{22} \end{bmatrix}, \quad H = \begin{bmatrix} 0 \\ H_2 \end{bmatrix}, \quad S = \begin{bmatrix} 0 & T \end{bmatrix} \]

where \( G_{11} \in \mathbb{R}^{(n-m) \times (n-m)} \), \( H_2 \in \mathbb{R}^{m \times m} \) and is nonsingular and \( T \in \mathbb{R}^{m \times m} \) is orthogonal. Partition the state vector \( x_p \) conformably as \( (x_1, x_2) \) where \( x_1 \in \mathbb{R}^{(n-m)} \).

It follows from the canonical form (10) that the true output distribution matrix

\[ C = SG = \begin{bmatrix} TG_{21} & TG_{22} \end{bmatrix} \]

The work in [16] shows that necessary and sufficient conditions for establishing a s.p.d matrix \( P \) and an \( F \) satisfying (6) and (7), are that assumptions A1 and A2 are satisfied and, for the square case considered here, that \( G_{11} \) is stable. Clearly this imposes a limitation on the class of systems for which the results are applicable. In order to circumvent this restriction a compensator based approach will be adopted here. Furthermore to incorporate a tracking element, integral action will also be included.
III. MAIN RESULTS

To incorporate integral action the difference equations

\[ x_r(k + 1) = x_r(k) + \tau(r(k) - Cr(x(k))) \]  

will be added where \( \tau \) represents the sample interval. The quantity \( r(k) \) represents the signal to be tracked by the output. Furthermore assume \( r(k) = r_s = \text{const} \) for \( k > k_s \).

Also introduce additional states \( x_c \in \mathbb{R}^{(n-m)} \), which under certain circumstances (which will be explained later) represent an estimate of the states \( x_1 \).

The intention is to induce an ideal sliding motion on the surface

\[ S = \{(x_1, x_c, x_r, x_2) : K_1 x_1 + K_r x_r + x_2 + S_r r_s = 0 \} \]  

where \( K_1 \in \mathbb{R}^{m \times (n-m)} \) and \( K_r \in \mathbb{R}^{m \times m} \) together with \( S_r \in \mathbb{R}^{m \times m} \) represent design freedom.

Let the compensator take the form

\[ x_c(k + 1) = G_{11} x_c(k) + G_{12} x_2(k) + L(y - \hat{y}) \]  

where

\[ \hat{y}(k) = TG_{21} x_c(k) + TG_{22} x_2(k) \]

and \( L \in \mathbb{R}^{(n-m) \times m} \) is a design variable. During an ideal sliding motion, from (13)

\[ x_2(k) = -K_1 x_c(k) - K_r x_r(k) - S_r r_s(k) \]

and so after some algebraic manipulation

\[ x_c(k + 1) = \Phi x_c(k) + \Gamma_1 y(k) + \Gamma_2 x_r(k) + \Gamma_3 r(k) \]

where

\[ \Phi = G_{11} - LTG_{21} - G_{21} K_1 + LTG_{22} K_1 \]
\[ \Gamma_1 = L \]
\[ \Gamma_2 = -G_{12} K_r + LTG_{22} K_r \]
\[ \Gamma_3 = -G_{12} S_r + LTG_{22} S_r \]

It is assumed as part of the design process that \( L \) is chosen to guarantee that \( \det \Phi \neq 0 \).

Augment the system in (10) with the integral and compensator states from (12) and (16) to obtain:

\[ x_a(k + 1) = Ga x_a(k) + H_a (u(k) + \xi(k)) + H_r r(k) \]

where \( x_a = \text{col}(x_1, x_c, x_r, x_2) \). (At first sight this represents a non-intuitive arrangement of the states but it leads to a simplification in the presentation.)

The measurable outputs associated with this system are

\[ y_a = \text{col}(x_c, x_r, y) \]  

It is easily verified that

\[ Ga = \begin{bmatrix} G_{11} & 0 & 0 & G_{12} \\ \Gamma_1 TG_{21} & \Phi & \Gamma_2 & \Gamma_1 TG_{22} \\ -\tau TG_{21} & 0 & I_m & -\tau TG_{22} \\ G_{21} & 0 & 0 & G_{22} \end{bmatrix} \]
\[ H_a = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \]

and the output distribution matrix

\[ C_a = \begin{bmatrix} 0 & I_{n-m} & 0 & 0 \\ 0 & 0 & I_m & 0 \\ TG_{21} & 0 & 0 & TG_{22} \end{bmatrix} \]

where \( y_a := C_a x_a \).

Modify the control law (8) to include the reference signal so that

\[ u(k) = -(FC_a G_a^{-1} H_a)^{-1} FC_a x_a(k) + F_r r(k) \]

where now both \( F \) and \( F_r \in \mathbb{R}^{m \times m} \) are to be determined (in terms of \( L, K_1, K_r \) and \( S_r \)).

The objective is to select \( F \) and a parameter \( F_2 \in \mathbb{R}^{m \times m} \) so that the surface

\[ S_a = \{x_a : FC_a G_a^{-1} x_a + F_2 S_r r_s = 0 \} \]

is identical to the surface \( S \) in (13), and then to select \( K_1, K_r \) and \( L \) to ensure a stable ideal sliding motion when confined to \( S \).

Providing the design matrix \( F \) is chosen to ensure the eigenvalues of \( G_c = G_a - H_a (FC_a G_a^{-1} H_a) FC_a \)

are inside the unit disk, \( (I - G_c) \) is invertible. Define \( x_s = (I - G_c)^{-1} (H_r + H_a F_r) r_s \) then using (24) and defining \( e(k) = x_a(k) - x_s \) it follows from simple algebraic manipulation that

\[ e(k + 1) = G_c e(k) + H_a \xi(k) \]

In the absence of uncertainty \( e(k) \to 0 \) as \( k \to \infty \), and since steady state is achieved, it follows from (12) that \( y_p(k) = r_s \) and so tracking is achieved. Furthermore it can be shown that

\[ FC_a G_a^{-1} x_s = FC_a G_a^{-1} (I - G_c)^{-1} (H_r + H_a F_r) r_s \equiv FC_a G_a^{-1} (H_r + H_a F_r) r_s \]

and consequently if \( F_r \) is chosen as

\[ F_r = -(FC_a G_a^{-1} H_a)^{-1} (FC_a G_a^{-1} H_r + F_2 S_r) \]

then \( FC_a G_a^{-1} x_s + F_2 S_r r_s = 0 \) and so \( x_s \in S \). The control law can then be written

\[ u(k) = -(FC_a G_a^{-1} H_a)^{-1} (FC_a x_a(k) \]

\[ + (FC_a G_a^{-1} H_r + F_2 S_r) r(k)) \]

From (27) the problem is therefore to find an \( F \) and a s.p.d. matrix \( P_a \in \mathbb{R}^{2n \times 2n} \) such that

\[ FC_a = H_a^T P_a G_a \]

and

\[ G_c^T P_a G_c - P_a < 0 \]
As in §II define for the augmented system $S_a := C_a G_a^{-1}$. After some algebra

$$S_a = \begin{bmatrix} 0 & \Phi^{-1} \Phi_2 & -\Phi^{-1} \Gamma_2 & -\Phi^{-1} \Gamma_1 T - \tau \Phi^{-1} \Gamma_2 T & T \\ 0 & 1 & I_m & 0 & T \\ 0 & 0 & 0 & 0 & T \\ \end{bmatrix} =: \begin{bmatrix} 0 & T_a \end{bmatrix}$$

(32)

where $T_a \in \mathbb{R}^{(n+m) \times (n+m)}$ and det $T_a \neq 0$. Define a matrix

$$F = \begin{bmatrix} F_2 K_1 & F_2 K_1 \Gamma_2 + F_2 K_r \\ F_2 K_1 \Gamma_1 - F_2 K_2 \tau + F_2 T T \\ \end{bmatrix}$$

(33)

where $F_2 \in \mathbb{R}^{m \times m}$ and is nonsingular. This variable has no effect on the dynamics of the reduced order sliding motion but is required to solve the constraint (30).

After a little algebra it can be shown that

$$FS_a = FC_a G_a^{-1} = F_a \begin{bmatrix} 0 & K_1 & K_r & I_m \end{bmatrix}$$

(34)

and so the sliding surface $S_a$ in (25) is identical to the one in (13) because by definition $F_a$ is nonsingular. To facilitate choosing the parameters $L, K_1$ and $K_r$ change coordinates according to the transformation $x_a \mapsto \tilde{T} x_a =$: \( \tilde{x} \) where

$$\tilde{T} := \begin{bmatrix} I_{n-m} & -I_{n-m} & 0 & 0 \\ 0 & I_{n-m} & 0 & 0 \\ 0 & 0 & I_m & 0 \\ 0 & K_1 & K_r & I_m \end{bmatrix}$$

(35)

This effectively forces the last $m$ states of the new coordinates to represent (what in continuous time sliding mode control) would be called the ‘switching function’ $\sigma = K_r x_r + K_1 x_c + x_2$ associated with $\tilde{S}$ in (13). It follows $\tilde{G} = T \Gamma_a \tilde{T}^{-1}, \tilde{H} = \tilde{T} \Gamma_a, \tilde{H}_r = \tilde{T} \Gamma_r, \tilde{C} = C_a \tilde{T}^{-1}$ and $\tilde{S} = S_a \tilde{T}^{-1}$. After some straightforward algebra

$$\tilde{G} = \begin{bmatrix} G_{11} - LTG_{21} & 0 \\ LTG_{21} & G_{11} - G_{12} K_1 \\ -\tau TG_{21} + \tau TG_{22} K_1 \\ * & * \\ 0 & G_{12} - LTG_{22} \\ I_m + \tau TG_{22} K_r & -\tau TG_{22} \\ \end{bmatrix}$$

(36)

where the matrices $*$ play no explicit part in the analysis which follows. Also

$$\tilde{H} = \begin{bmatrix} H_2 \\ \end{bmatrix}, \quad \tilde{H}_r = \begin{bmatrix} -\Gamma_3 & \Gamma_3 \\ \tau I_m & K_1 \Gamma_3 + \tau K_r \end{bmatrix}$$

(37)

From equation (34)

$$FS = \begin{bmatrix} 0 & 0 & 0 & F_2 \end{bmatrix}$$

(37)

Some algebra reveals the closed-loop system matrix

$$\tilde{G}_c = \tilde{G} - \tilde{H}(F \tilde{S} \tilde{H})^{-1} F \tilde{C} =: \begin{bmatrix} \tilde{G}_{11} & \tilde{G}_{12} \\ \tilde{G}_{12}^T & 0 \end{bmatrix}$$

(38)

where

$$\tilde{G}_{11} = \begin{bmatrix} G_{11} - LTG_{21} & 0 \\ LTG_{21} & 0 \end{bmatrix}$$

and

$$\tilde{G}_{12} = \begin{bmatrix} G_{12} & 0 \\ 0 & -\tau TG_{22} \end{bmatrix}$$

(39)

is nonsingular.

This is most easily seen from the definition of $\tilde{S} = \tilde{C} \tilde{G}^{-1}$ and the fact that $G_c = (I - \tilde{H}(F \tilde{S} \tilde{H})^{-1} F \tilde{S}) \tilde{G}$. From (37) and (36) it can be easily shown that

$$(I - \tilde{H}(F \tilde{S} \tilde{H})^{-1} F \tilde{S}) = \text{diag}(I_{n-m}, I_{n-m}, I_m, 0_{m \times m})$$

and hence the structure in (38) follows immediately.

It is clear from (38) that

$$\sigma(\tilde{G}_c) = \{ 0 \}^m \cup \sigma(G_{11} - LTG_{21}) \cup \sigma(\tilde{G}_m)$$

where

$$\tilde{G}_m := \begin{bmatrix} G_{11} - G_{12} K_1 \\ -\tau TG_{21} + \tau TG_{22} K_1 \\ I_m + \tau TG_{22} K_r \end{bmatrix}$$

(40)

Since the matrix pair $(G_{11}, G_{21})$ is observable (see for example [16]) and $T$ is nonsingular, the pair $(G_{11}, TG_{21})$ is observable. Consequently an $\hat{L}$ can always be found which makes $(G_{11} - LTG_{21})$ stable. Likewise it can be shown that provided $(G, H, C)$ does not have any invariant zeroes at unity, the pair $(G^a_{11}, G^a_{12})$ is controllable and hence the choice of the parameters $K_1$ and $K_r$ constitutes a state-feedback problem. Consequently $K_1$, $K_r$ and $L$ can be chosen to make $\hat{G}_{11}$ from (39) stable.

In the new set of coordinates $\tilde{x}$, let the Lyapunov matrix be represented by $\hat{P}$. Using the definition of $\tilde{S}$, equation (30) becomes

$$\tilde{H}^T \hat{P} = FC \tilde{G}^{-1} = F \tilde{S}$$

(41)

In order to show that $\hat{P}$ is a Lyapunov matrix for $\tilde{G}_c$ it must be established that

$$\tilde{Q} := \hat{P} - \tilde{G}_c^T \tilde{P} \tilde{G}_c > 0$$

(42)

It can be seen from the structures of $\tilde{H}$ and $F \tilde{S}$ in (36) and (37) and from the fact that det $H_2 \neq 0$ that in order to satisfy (41) $\hat{P}$ must have a block diagonal structure:

$$\hat{P} = \begin{bmatrix} \hat{P}_1 & 0 \\ 0 & \hat{P}_2 \end{bmatrix}$$

(43)

where $\hat{P}_1 \in \mathbb{R}^{(2n-m) \times (2n-m)}$, $\hat{P}_2 \in \mathbb{R}^{m \times m}$ and

$$F_2 = H_2^T \hat{P}_2$$

(44)

In terms of the partition in (38), (42) can be written as

$$\tilde{Q} = \begin{bmatrix} \hat{P}_1 - \tilde{G}_{11}^T \hat{P}_1 \tilde{G}_{11} & \tilde{G}_{11}^T \hat{P}_1 \tilde{G}_{12} \\ -\tilde{G}_{12} \hat{P}_1 \tilde{G}_{11} & \tilde{G}_{12}^T \hat{P}_1 \tilde{G}_{12} \end{bmatrix}$$

(45)
A family of solutions \((\tilde{P}_1, \tilde{P}_2)\) will now be shown to exist to make \(Q > 0\). Specifically, let \(\tilde{P}_1 > 0\) be a solution to
\[
\tilde{P}_1 = G_{11}^T \tilde{P}_1 G_{11} > 0
\]
(46)
Such a solution \(\tilde{P}_1\) is guaranteed to exist since \(\tilde{G}_{11}\) is stable. Then from the Schur complement, inequality (45) is satisfied if and only if
\[
\tilde{P}_2 > G_{12}^T \tilde{P}_1 \tilde{G}_{11} (\tilde{P}_1 - G_{12}^T \tilde{P}_1 \tilde{G}_{11})^{-1} (\tilde{G}_{11}^T \tilde{P}_1 \tilde{G}_{12})
+ G_{12}^T \tilde{P}_1 G_{12}
\]
(47)
Any pair \((\tilde{P}_1, \tilde{P}_2)\) satisfying (46) and (47) ensures \(\tilde{P}\) from (43) satisfies (41) and (42).

**Remark** If \(\xi(k)\) represents an exogenous disturbance then it can easily be shown that, for the closed-loop system, the states \(x(k)\) evolve in such a way that
\[
FC_a G_a^{-1} x_a(k+1) - F_2 S r_s = H_a^T P_a H_a \xi(k)
\]
for \(k = 1, 2, \ldots\) and thus \(\|H_a^T P_a H_a \xi(k)\|\) represents the deviation from the ideal sliding surface
\[
S_a = \{x_a \mid FC_a G_a^{-1} x_a - F_2 S r_s = 0\}
\]
If \(\xi(k)\) is bounded then \(\max_{k \in \mathbb{F}} \|H_a^T P_a H_a \xi(k)\|\) represents the boundary layer about \(S_a\) into which the states \(x_a(k)\) ultimately enter. As argued in [13], the choice of the control law in (24) minimizes the worst case deviation from \(S_a\) over all possible controllers.

**IV. PVTOL AIRCRAFT SIMULATIONS**

The planar vertical takeoff and landing (PVTOL) aircraft is an example of a nonlinear, nonminimum phase system [2], [17], [10]. In this paper, the coupling between the rolling moment and the lateral acceleration of the aircraft has been taken into account, where \(\epsilon\) is the coefficient representing the coupling. The inputs of the system are the thrust acceleration \((u_1)\) and the roll acceleration \((u_2)\).

The two outputs are the horizontal position, \(x(k)\), and the vertical position, \(y(k)\) (altitude). The inputs, outputs and tracking configuration used here are the standard framework for the PVTOL system.) The equations are given by
\[
\begin{align*}
\dot{x} & = -\sin \theta u_2 + \epsilon \cos \theta u_1 \\
\dot{y} & = \cos \theta u_2 + \epsilon \sin \theta u_1 - g \\
\dot{\theta} & = u_1
\end{align*}
\]
A linearization of the aircraft system about the equilibrium point \(x = y = \theta = \dot{x} = \dot{y} = \dot{\theta} = 0\) and \(u_1 = 0\), \(u_2 = g\) yields system matrices
\[
A = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & -g & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\quad B = \begin{bmatrix}
0 \\
0 \\
\epsilon \\
0 \\
0 \\
1
\end{bmatrix}
\quad C = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
where \(g = 9.81\) is the acceleration of gravity and \(\epsilon \neq 0\). This linearization has zeros at \(\pm 3.3015\) and so is (significantly) non-minimum phase. The system was discretized at a sample rate of \(\ell = 0.2\) sec and the controller was designed with a nominal value of \(\epsilon = 0.9\). The discrete-time zeros are at \(-1, -1, 1.9359, 0.5166\) so the discretization is also significantly non-minimum phase. The control task, as in [2], is to track the reference trajectories, which are step commands: \(x(k) \rightarrow 20m\) and \(y(k) \rightarrow 30m\) whilst for the roll angle, \(\theta \rightarrow 0\). The control law, denoted by \(u(k) = -G_y y(k) - G_r r(k)\) is given by
\[
G_y = \begin{bmatrix}
-0.0353 & 0.0019 & -3.4299 & 1.9681 \\
-0.4279 & 0.1825 & -13.2014 & 20.6632 \\
-0.0006 & -0.6894 & -6.5105 & 0.0042 \\
-1.0565 & -8.9925 & -78.9691 & 10.7684
\end{bmatrix}
\quad G_r = \begin{bmatrix}
0.0112 & -0.0005 & -0.3957 & 0.4868
\end{bmatrix}
\]
produces stable results with good tracking. The closed-loop poles are associated with the matrix \(G_{11} - L T G_{21}\) are \(\{0.8, 0.82, 0.86, 0.88\}\) and the ones associated with the matrix \(\tilde{G}_m\) are \(\{0.8, 0.85, 0.875, 0.825, 0.9, 0.95\}\). The simulation results are shown in Figures 1 - 4. From the graphs, as \(\epsilon\) varies from its nominal value, the horizontal position is affected very minimally. In particular, in Figure 2, the parameter \(\epsilon\) is allowed to vary sinusoidally about 0.9 with amplitude 0.1 and frequency 1 rad/s. It is observed that tracking performance is good and \(\theta\) is well regulated.

![Fig. 1. Tracking control of the PVTOL for \(\epsilon = 0.9\)](image)

**V. CONCLUSIONS**

This paper has proposed a new output feedback based discrete time sliding mode control scheme. It incorporates a tracking requirement and is dynamic in nature. Previous work has shown that, with an appropriate choice of surface, discrete time sliding mode control can be applied to nonminimum phase systems. This is significant because the majority of the sliding mode literature which develops schemes using only output information requires the system to be minimum phase. The original scheme [15] was effectively a static output feedback one and so inherently...
this imposed restrictions on the class of systems to which it was applicable. The scheme which has been proposed here includes a compensator and so some of the output feedback restrictions have been removed. The key aspect of the new scheme proposed here is that it is applicable to non-minimum phase systems and the restrictions on the systems for which the results are applicable are very mild. As a demonstration it has been applied to a discretized version of a linearizability of the PVTOL aircraft. The resulting discrete time controller law has been tested on the nonlinear model and very good results have been obtained.
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