Area contraction of $k$-dimensional surfaces and almost global asymptotic stability
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Abstract—In this paper we will formulate sufficient conditions for the area contraction of $k$-dimensional surfaces under the flow of a set of differential equations. We discuss the connection with the Hausdorff dimension of invariant sets and show how the presence of first integrals of the system influences these results. We conclude with an application to almost global asymptotic stability.
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I. INTRODUCTION

As is known from continuum mechanics, the divergence of a vector field equals the rate at which volumes increase or decrease, when flowing along the vector field. If the divergence has a fixed sign, then no sets with a finite volume exist that are invariant under the flow of the vector field. Of course a vector field can always be modified by multiplication with a positive function without changing the dynamics. When considering the divergence of the modified vector field and relating it to the rate of volume change of sets, this is equivalent to introducing a density function that associates a mass to (or redefines the volume of) a region in the state space.

This extra degree of freedom was exploited in [1] to establish a criterion for almost global asymptotic stability of an equilibrium point of a dynamical system, which means that the equilibrium point is locally stable and that the set of points in the state space that will not converge to the equilibrium point has zero volume. The criterion involved expansion of all volumes under the flow of the modified vector field (i.e. positive divergence) and the finiteness of the volume of the entire state space apart from some neighbourhood of the equilibrium point. The set of points not converging to the equilibrium point is invariant and if the equilibrium point is locally asymptotically stable this set is also bounded away from the equilibrium point. It follows that each set has volume zero and therefore also its union.

To derive better bounds for the dimension of invariant sets one can consider the $k$-dimensional area of a $k$-dimensional surface in the state space ($k \leq n$, with $n$ the dimension of the state space) and investigate how it evolves under the flow of a dynamical system. The contraction or expansion of the area of $k$-dimensional surfaces everywhere in the state space implies that no invariant surfaces can exist with a finite area of a(n) (integer) dimension larger than or equal to $k$ (as we will show in this paper). Since this will only lead to results on regular surfaces, it is a restrictive result, but it can be generalised by using the concept of Hausdorff dimension [2], [3], [4] or box-counting dimension [5], [4]. A condition similar to the one for the contraction/expansion of $k$-dimensional surfaces can be derived to guarantee that Hausdorff d-measures (d not necessarily integer) decrease/increase along the flow of the vector field, implying that the Hausdorff dimension of a bounded invariant set cannot be larger than $d$.

Physical systems often exhibit symmetries and conservation laws, allowing us to derive stronger results. In this paper, we generalise a result of [6] by showing that, if a system has $p$ conservation laws, the contraction (resp. expansion) of $k$-dimensional surfaces will lead to contraction (resp. expansion) of $k - p$-dimensional surfaces in an arbitrary level set of the conservation laws. The previously mentioned results can then be applied to give an upper bound for the dimension of invariant sets in this level set.

II. OUTLINE AND PRELIMINARIES

Consider a dynamical system in $\mathbb{R}^n$, given by the differential equation

$$\dot{x} = f(x),$$

and denote by $\phi_t(x)$ the solution with initial condition $\phi_0(x) = x$. (We assume that $f$ is continuously differentiable in $\mathbb{R}^n$, and that the dynamical system has no finite escape time.) Further, assume there is a (positive definite) $C^3$ metric
$g$, taking the form

$$g = \sum_{i,j} g_{ij} dx^i dx^j.$$  

(We let $g$ denote both the metric and the (symmetric) matrix consisting of the elements $g_{ij}$.) For a vector function $v(x)$ we will use the notation $\frac{\partial v}{\partial x}$ to denote the matrix with $\frac{\partial v}{\partial x^j}$ on the $i$'th row and $j$'th column, while we will use $\det A_{ij}$ to denote the determinant of the matrix with $A_{ij}$ on the $i$'th row and $j$'th column.

Although the results stated will be restricted to $\mathbb{R}^n$, they all can be generalised to arbitrary (but sufficiently smooth) orientable manifolds [7].

In the following section we will derive an expression for the area of a $k$-dimensional parallelepiped with respect to a time-dependent metric, and we will give an upper bound for its time-derivative. In section IV we will apply these results to give an expression for the area of a $k$-dimensional surface and an upper bound for its time-derivative when evolving under the flow of the dynamical system. This results in an upper bound for the dimension of regular bounded invariant sets. In order to extend this result to arbitrary bounded invariant sets, we will introduce the concept of Hausdorff measure in section V, after which we will discuss its evolution under the flow of the dynamical system and the consequences for the Hausdorff dimension of invariant sets.

In section VI we assume that the dynamical system has $p$ first integrals and we show how the evolution of $k$-dimensional surfaces is related to the evolution of $k-p$-dimensional surfaces in the level set of the first integrals. We conclude with some applications of the stated results, one of which will be treated in more detail and clarified with an example.

### III. Evolution of the Volume of a Parallelepiped

Consider a parallelepiped $P_k$ spanned by $k$ ($k \leq n$) linearly independent vectors $w_1, \ldots, w_k$ in a vector space $\mathbb{R}^n$ that is equipped with a metric, represented by the symmetric, positive definite matrix $G$. Then the length of the vector $w_i$ equals

$$\sqrt{\langle w_i, w_i \rangle} = \sqrt{w_i^T G w_i}.$$  

First we will assume a standard metric; $G = I_n$. Let $B_k$ be an orthonormal basis in the $k$-dimensional subspace spanned by the $w_i$'s. Define $W_n \in \mathbb{R}^{n \times k}$ and $W_k \in \mathbb{R}^{k \times k}$ by

$$W_n = \begin{bmatrix} w_1 & \cdots & w_k \end{bmatrix},$$  

$$W_k = \begin{bmatrix} [w_1]_{B_k} & \cdots & [w_k]_{B_k} \end{bmatrix},$$  

where $[w_i]_{B_k}$ is the column vector containing the coordinates of $w_i$ with respect to the basis $B_k$. Then the $k$-dimensional area/volume $\sigma_{k,s}(P_k)$ (with respect to the standard metric) of the aforementioned parallelepiped can be written as

$$\sigma_{k,s}(P_k) = \frac{|\det W_k|}{\sqrt{\det(W_k^T W_k)}},$$  

and since the element on row $i$, column $j$ equals $[w_i]_{B_k}^T [w_j]_{B_k} = \langle w_i, w_j \rangle = w_i^T w_j,$

$$\sigma_{k,s}(P_k) = \sqrt{\det(\langle w_i, w_j \rangle)} = \sqrt{\det(W_k^T W_k)}.$$  

From now on we let the metric be arbitrary. The expression $\sqrt{\det(\langle w_i, w_j \rangle)}$ is not only coordinate independent, but also defines the $k$-dimensional area for a general metric $G$:

$$\sigma_k(P_k) = \sqrt{\det(\langle w_i, w_j \rangle)} = \sqrt{\det(W_k^T G W_k)}.$$  

Assume that $G = G(t)$ is time-varying and consider the time-derivative of $(\sigma_k(P_k))^2$ for the case $k = 1$ ($W_n = w$):

$$\frac{d(\sigma_1(P_1))^2}{dt} = w^T G \frac{dG}{dt} w,$$

which we rewrite as

$$\frac{d(\sigma_1(P_1))^2}{dt} = w^T G \mathcal{L} w,$$

with $\mathcal{L} = G^{-1} \frac{dG}{dt}$, because we only want $w$ to appear in the combination $w^T G w$. So now we will show that we can bound this expression by the product of $\sigma_1(P_1)^2 = w^T G w$ and the largest eigenvalue of $\mathcal{L}$. First note that $G^{-\frac{1}{2}} \frac{dG}{dt} G^{-\frac{1}{2}}$ is symmetric ($G^{\frac{1}{2}}$ is the positive definite matrix satisfying $(G^{\frac{1}{2}})^2 = G$), such that there exists a $Q_0 \in \mathbb{R}^{n \times n}$ with

$$G^{-\frac{1}{2}} \frac{dG}{dt} G^{-\frac{1}{2}} Q_0 = Q_0 \Lambda,$$

$$Q_0^T Q_0 = I_n,$$

where $\Lambda$ is diagonal (and real) with $\Lambda_{11} \geq \cdots \geq \Lambda_{nn}$. Setting $Q_1 = G^{-\frac{1}{2}} Q_0$ we get

$$\mathcal{L} Q_1 = Q_1 \Lambda,$$

$$Q_1^T G Q_1 = I_n,$$

and the columns of $Q_1$ form a basis of orthonormal (with respect to $G$) eigenvectors of $\mathcal{L}$. By writing $w$ as a linear combination of these eigenvectors we get

$$\frac{d(\sigma_1(P_1))^2}{dt} = w^T G \mathcal{L} w$$

$$= w^T Q_1^T G \mathcal{L} Q_1 w' \quad \text{(with $w' = Q_1^{-1} w$)}$$

$$= w^T Q_1^T G Q_1 \Lambda w'$$

$$= w^T \Lambda w' = \sum_i 2 \lambda_i w_i'^2 \quad \text{(with $\lambda_i = \frac{1}{2} \Lambda_{ii}$)}$$

$$\leq \sum_i 2 \lambda_i w_i'^2 = 2 \lambda_1 w_1'^2$$

$$= 2 \lambda_1 w'^T G w$$

$$= 2 \lambda_1 \sigma_1^2(P_1),$$
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and thus
\[ \frac{d\sigma_{1}(P_{t})}{dt} \leq \lambda_{1}\sigma_{1}(P_{t}). \]

For general \( k \)-values one can prove that (18)
\[ \frac{d\sigma_{k}(P_{k})}{dt} \leq (\lambda_{1} + \cdots + \lambda_{k})\sigma_{k}(P_{k}). \]

IV. EVOLUTION OF THE AREA OF \( k \)-DIMENSIONAL SURFACES

In the standard metric, the length \( \sigma_{1,\psi}(V) \) of a curve \( \psi(V) \) in \( \mathbb{R}^{n} \), represented by the function \( \psi: V \rightarrow \mathbb{R}^{n}, V \subset \mathbb{R} \), is given by the well-known expression
\[ \sigma_{1,\psi}(V) = \int_{\psi(V)} \sqrt{\sum_{i}(dx^{i})^{2}} = \int_{V} \sqrt{\sum_{i} \left( \frac{\partial\psi^{i}}{\partial y} \right)^{2}} dy. \]

For a general metric the length \( \sigma_{1} \) equals
\[ \sigma_{1}(\psi(V)) = \int_{\psi(V)} \sqrt{\sum_{i,j} g_{ij}dx^{i}dx^{j}} = \int_{V} \sqrt{\sum_{i,j} g_{ij}(\psi(y)) \frac{\partial\psi^{i}}{\partial y} \frac{\partial\psi^{j}}{\partial y}} dy. \]

This formula can be extended to an expression for the area of surfaces of larger dimensions in the following way. Let \( V \) be a region in \( \mathbb{R}^{k} \) such that the function \( \psi: V \rightarrow \mathbb{R}^{n} \) defines a (smooth) \( k \)-dimensional surface in \( \mathbb{R}^{n} \). Then the \( k \)-dimensional area \( \sigma_{k}(U) \) (with \( U = \psi(V) \)) can be found by replacing \( W_{n} \) by \( \frac{\partial\psi}{\partial y} \) and \( G \) by \( g(\psi(y)) \) in the previous section and integrating over \( V \):
\[ \sigma_{k}(U) = \int_{V} \sqrt{\det \left( \frac{\partial\psi^{T}}{\partial y} g(\psi(y)) \frac{\partial\psi}{\partial y} \right)} dy. \]

Now we let \( U \) evolve under the flow of the given dynamical system to obtain the time-variant surface \( \phi_{t}(U) = \phi_{t} \circ \psi(V) \) and we consider its area:
\[ \sigma_{k}(\phi_{t}(U)) = \int_{V} \sqrt{\det \left( \frac{\partial\psi^{T}}{\partial y} \frac{\partial\phi_{t}}{\partial x} \frac{\partial\psi}{\partial y} \frac{\partial\phi_{t}}{\partial x} \right)} dy \]
(where the argument of \( \frac{\partial\psi}{\partial y} \) is \( y \), that of \( \frac{\partial\phi_{t}}{\partial x} \) is \( \psi(y) \) and that of \( g \) is \( \phi_{t}(\psi(y)) \)). To calculate the time derivative \( \frac{d}{dt} \sigma_{k}(\phi_{t}(U)) \), we first consider the matrix
\[ L(f,g) = g^{-1}(x) \frac{d}{dt} \left( \frac{\partial\phi_{t}}{\partial x} \right)^{T} g(\phi_{t}(x)) \frac{\partial\phi_{t}}{\partial x} \right) \bigg|_{t=0} = g^{-1} \frac{\partial f}{\partial x} g + g^{-1} \sum_{i} f_{i} \frac{\partial g}{\partial x^{i}} + \frac{\partial f}{\partial x}, \]
and denote the eigenvalues of \( \frac{1}{2} L(f,g) \) in \( x \in \mathbb{R}^{n} \) by \( \lambda_{1}(x) \geq \cdots \geq \lambda_{n}(x) \). Then it follows from section III (with
\[ W_{n} = \frac{\partial\phi}{\partial y} dy \text{ and } G(t) = (\frac{\partial\phi_{t}}{\partial x})^{T} g(\phi_{t}(x)) \frac{\partial\phi_{t}}{\partial x} \) that
\[ \frac{\partial}{\partial t} \left( \frac{\partial\psi^{T}}{\partial y} \frac{\partial\phi_{t}}{\partial y} g(\phi_{t})(\frac{\partial\phi_{t}}{\partial x}) \right) \bigg|_{t=0} \leq (\lambda_{1}(x) + \cdots + \lambda_{k}(x)) \sqrt{\det \left( \frac{\partial\psi^{T}}{\partial y} g(\chi) \frac{\partial\psi}{\partial y} \right)}, \]
where \( x = \psi(y) \). In the expression of \( \frac{d}{dt} \sigma_{k}(\phi_{t}(U)) \) we can bring \( \frac{d}{dt} \) into the integrand (as \( \frac{\partial f}{\partial x} \)) and after applying the previous formula we can put the sum of \( \lambda_{1} \)'s in front of the integral by taking the supremum over the surface:
\[ \frac{d}{dt} \sigma_{k}(\phi_{t}(U)) \bigg|_{t=0} \leq \sup_{x \in U} (\lambda_{1}(x) + \cdots + \lambda_{k}(x)) \sigma_{k}(U). \]
This means that the supremum of the sum \( \lambda_{1}(x) + \cdots + \lambda_{k}(x) \) gives an upper bound for the rate at which \( k \)-dimensional surfaces can increase.

Remark 1: Note that \( \frac{1}{2} L(f,I_{n}) \) is the symmetric part of \( \frac{\partial f}{\partial x} \) and corresponds to the strain (resp. rate of deformation) tensor in continuum mechanics if we let \( f \) represent the displacement (resp. velocity) of an elastic medium (resp. fluid). This shows that \( L(f,I_{n}) \) contains all information about deformation under the flow of the vector field \( f \).

Remark 2: For a general manifold \( M \) one can choose an arbitrary coordinate system on \( M \) to calculate \( \frac{1}{2} L(f,g) \) and its eigenvalues \( \lambda_{i} \). Although \( \frac{1}{2} L(f,g) \) is dependent on the chosen coordinate system, its eigenvalues are not. The results in this paper remain valid on general manifolds [7].

Assume that for some region \( \Omega \subset \mathbb{R}^{n} \), it is true that
\[ \lambda_{1}(x) + \cdots + \lambda_{k}(x) \leq 0, \quad \forall x \in \Omega. \]

Then the area of any \( k \)-dimensional surface lying in \( \Omega \) cannot increase under \( \phi_{t} \). So if the \( k \)-dimensional surface under consideration is invariant under the flow of the dynamical system, then on this surface we must have that \( \lambda_{1}(x) + \cdots + \lambda_{k}(x) = 0 \). Thus under some extra conditions on the set \( \{ x \in \Omega : \lambda_{1}(x) + \cdots + \lambda_{k}(x) = 0 \} \) (e.g. demanding that its dimension is smaller than \( k \)) we can conclude that there can be no invariant \( k \)-dimensional surfaces in \( \Omega \) with a finite area.

If we also have that
\[ \sup_{x \in \Omega} (\lambda_{1}(x) + \cdots + \lambda_{k}(x)) < 0, \]
then we have uniform contraction of \( k \)-dimensional surfaces and then the previous result can be extended to arbitrary (but still bounded) sets by using a result of Reitmann [3] (that is based on an article by Douady and Oesterlé [2]). To explain this result, we first need to recall the definition of the Hausdorff dimension.

V. THE HAUSDORFF DIMENSION AND THE EVOLUTION OF HAUSDORFF MEASURES

Consider a bounded set \( S \) in \( \mathbb{R}^{n} \). Cover \( S \) with a countable number of balls of radius \( r_{i} < \epsilon, \) with \( \epsilon > 0. \) For a given \( d \in \mathbb{R}^{+} \),
[0, n] and $\epsilon > 0$, the Hausdorff outer measure $\mu_H(S, d, \epsilon)$ is defined as follows:

$$
\mu_H(S, d, \epsilon) = \inf \sum_i r_i^d,
$$

where the infimum is taken over all possible covers of $S$ that satisfy $r_i < \epsilon$, $\forall \ i$. Keeping $d$ fixed, $\mu_H(S, d, \epsilon)$ as a function of $\epsilon$ is decreasing and non-negative. Therefore, the Hausdorff $d$-measure, equal to

$$
\mu_H(S, d) = \lim_{\epsilon \to 0} \mu_H(S, d, \epsilon) \in \mathbb{R}^+ \cup \{+\infty\},
$$
is well-defined. If $S$ is a smooth $k$-dimensional surface, this measure has the property that $\mu_H(S, k)$ is proportional to the $k$-dimensional area of the surface and therefore it can be considered as an extension to the notion of length, ($k$-dimensional) area and volume. It also follows that for a general set $S$ there exists a $d^*$ such that

$$
d < d^* \Rightarrow \mu_H(S, d) = +\infty,
$$

$$
d > d^* \Rightarrow \mu_H(S, d) = 0.
$$

By definition, $d^* = \dim_H S$, the Hausdorff dimension of $S$. For instance, a two-dimensional surface in $\mathbb{R}^3$ will have $d^* = 2$ and the above inequalities can be interpreted by stating that it has an infinite length and zero (3-dimensional) volume.

For the evolution of Hausdorff $d$-measures we will split $d$ in an integer part $k$ and a fractional part $s$ and consider the linear interpolation between $\lambda_1 + \cdots + \lambda_k$ and $\lambda_1 + \cdots + \lambda_{k+1}$. From results in [3] and [4] one can then obtain the following:

**Theorem 1:** Let $\Omega$ be a subset of a manifold $M$ with

$$
\sup_{x \in \Omega} \lambda_1(x) + \cdots + \lambda_k(x) + s\lambda_{k+1}(x) < 0,
$$

where $k \in \{1, \ldots, n-1\}$ and $s \in [0, 1]$, and let $S$ be a bounded set, satisfying $\phi_t(S) \subset \Omega$, $\forall t \in \mathbb{R}$. Then, if we set $d = k + s$, for each $c > 0$, there exists a $T > 0$ and an $\epsilon_0 > 0$, such that for all $t > T$ and $\epsilon \in (0, \epsilon_0)$

$$
\mu_H(\phi_t(S), d, \epsilon) \leq c \mu_H(S, d, \epsilon),
$$

implying that

$$
\mu_H(\phi_t(S), d) \leq c \mu_H(S, d).
$$

Since we can choose $c$ as small as we want, this means that, under similar conditions as for the contraction of $k$-dimensional surfaces, we also have that the $d$-dimensional Hausdorff outer measure will decrease under the flow of the dynamical system (for sufficiently large values of $T$). So if $S$ is invariant under $\phi_t$, then we can choose $c < 1$ to obtain that for sufficiently small values of $\epsilon$

$$
\mu_H(S, d, \epsilon) = 0 \text{ and thus } \mu_H(S, d) = 0,
$$
implying that

$$
\dim_H S \leq d.
$$

Therefore there can be no bounded invariant sets in $\Omega$ with a Hausdorff dimension larger than $d$.

**Remark 3:** Although the condition of $S$ being bounded and the definition of Hausdorff measure will depend on the chosen metric, under some mild conditions the Hausdorff dimension will not. This allows for deriving better upper bounds for the Hausdorff dimension by choosing an appropriate metric.

**VI. THE PRESENCE OF FIRST INTEGRALS**

Assume there are $p$ first integrals of the dynamical system, denoted by the column vector $h$, such that

$$
\sum_i f_i \frac{\partial h}{\partial x^i} = 0,
$$

and the matrix $\frac{\partial h}{\partial x^i}$ has full row rank everywhere in some region $\Omega \subset \mathbb{R}^n$. Then the level set

$$
L_C = \{x : h(x) = C\},
$$

with $C \in \mathbb{R}^p$, is invariant under $\phi_t$ and we can consider the restriction of the dynamical system to $L_C$. Let $\hat{g}$ be a metric in $L_C \cap \Omega$ which has to be determined yet.

In a neighbourhood $U \subset L_C \cap \Omega$ of some $x \in L_C \cap \Omega$ we can choose a coordinate system and calculate the corresponding $(n-p) \times (n-p)$-matrix $L(f, \hat{g})$ for $\hat{g}$. The matrix $L(f, \hat{g})$ determines how the area of higher dimensional surfaces evolves under $\phi_t$ in $U$, with respect to $\hat{g}$. Let $\hat{\lambda}_1(x) \geq \cdots \geq \hat{\lambda}_{n-p}(x)$ denote the eigenvalues of $\frac{1}{2} L(f, \hat{g})$ in $x$. (They are independent of the chosen coordinate system.) Choose an integer $k$ with $p \leq k < n$ and an $s \in (0, 1]$. Then we can prove the following.

**Theorem 2:** Under the above conditions, one can choose $\hat{g}$ in such a way that

$$
\hat{\lambda}_1(x) + \cdots + \hat{\lambda}_{k-p}(x) + s\hat{\lambda}_{k-p+1}(x) \leq \lambda_1(x) + \cdots + \lambda_k(x) + s\lambda_{k+1}(x),
$$

$\forall x \in L_C \cap \Omega$, $\forall C \in \mathbb{R}^p$.

This means that, in the presence of $p$ first integrals, the contraction of $k$-dimensional surfaces (resp. Hausdorff $d$-measures) leads to contraction of $k-p$-dimensional surfaces (resp. Hausdorff $d-p$-measures) in any level set of the $p$ first integrals (but with respect to another metric).

![Fig. 1. Area contraction in a 3D system with one first integral.](image)

We will not give a proof of the previous theorem (a proof can be found in [7] or [8]), but in this paragraph we will try to provide some intuition. In figure 1 a system is shown that contracts the area of 2-dimensional surfaces...
with respect to the standard metric. In this standard metric though, 1-dimensional curves (such as the thicker lines) are not contracted. However the system has a first integral \( h \) and we can define a new metric in the level surface \( h = C_1 \) by setting the length equal to (or proportional to) the area of the 2-dimensional surface that is formed by extending the curve in the direction of \( \nabla h \) (for the thicker lines, these are the hatched surfaces). Since this area decreases under the flow of the system, so will the (newly defined) length of 1-dimensional curves lying in the level sets of \( h \). By making the extensions infinitesimally small (and dividing the resulting area by some infinitesimally small factor — in figure 1 this could be \( C_2 - C_1 \)) the length definition is local and can be represented by a metric \( \hat{g} \).

We were also able to prove a converse theorem. If the system contracts \( k-p \)-dimensional surfaces in each level set (and some extra conditions are fulfilled), then the full system contracts \( k \)-dimensional surfaces (and analogously for Hausdorff measures) [7].

**VII. APPLICATION TO ALMOST GLOBAL ASYMPTOTIC STABILITY**

The criterion from [1] mentioned in the introduction was generalised in [9] to include almost global asymptotical stability of an invariant set \( S \), i.e. \( S \) is stable and the set \( R \) of points not converging to \( S \) has measure zero. The condition involved the expansion of \( n \)-dimensional volumes. (With our notation, this comes down to \( \lambda_1(x) + \cdots + \lambda_n(x) > 0 \) in some region.) Another condition guaranteed that \( R \) has a finite volume. Since \( R \) is invariant under the vector field it follows that it must have zero volume. This conclusion is equivalent to \( \mu_H(R, n) = 0 \). If the system also expands \( k \)-dimensional surfaces and if it has \( p \) first integrals, then (under an additional condition) we can use the previous results to provide more information about the set \( R \) and to bound the dimension of \( R \).

So assume that \( f \) is a \( C^1 \) vector field with flow \( \phi_t \) and with \( p \) first integrals \( h_i \), such that \( \frac{\partial h}{\partial t} \) has full row rank everywhere in \( \Omega \subset \mathbb{R}^n \). Choose a \( C \in \mathbb{R}^d \) and assume that the level set \( L_C = \{ x : h(x) = C \} \) is compact and lies entirely in \( \Omega \).\ Let \( d \) denote the distance function associated with the standard metric and let \( S \) denote a closed set, invariant under \( \hat{f} \) and such that

\[
\forall \epsilon > 0, \exists \delta > 0 : \forall x \in S : \phi_t(x) \in S, \quad \forall t > 0,
\]

with \( S = \{ x \in \mathbb{R}^n : d(x, S) < \epsilon \} \). In other words: \( S \) is stable. Denote by \( R_C \) the set

\[
R_C = \{ x \in L_C : \limsup_{t \to -\infty} d(\phi_t(x), S) \neq 0 \}.
\]

Then we can prove the following.

**Theorem 3:** If there exists a \( C^3 \) metric \( g \) defined on \( \Omega \setminus S \) such that

\[
\inf_{x \in L_C \setminus S} s\lambda_{n-k}(x) + \lambda_{n-k+1}(x) + \cdots + \lambda_n(x) > 0,
\]

for some integer \( k \in [p, n-1] \) and some \( s \in (0, 1] \), \( \lambda_1(x) \geq \cdots \geq \lambda_n(x) \) are the eigenvalues of \( \frac{1}{2} \mathcal{L}(f, g) \) in \( x \), then

\[
\mu_H(R_C, k + s - p) = 0,
\]

implying that \( \dim_H R_C \leq k + s - p \).

**Proof:** Denote by \( \lambda'_1(x) \geq \cdots \geq \lambda'_n(x) \) the eigenvalues of \( \frac{1}{2} \mathcal{L}(-f, g) \) in \( x \). Then \( \lambda'_1(x) = -\lambda_{n+1-i}(x) \) and

\[
\sup_{x \in L_C \setminus S} \lambda'_1(x) + \cdots + \lambda'_k(x) + s\lambda'_{k+1}(x) < 0.
\]

By theorem 2 there exists a metric \( \hat{g} \) such that

\[
\sup_{x \in L_C \setminus S} \lambda'_1(x) + \cdots + \lambda'_{k-p}(x) + s\lambda'_{k-p+1}(x) < 0,
\]

where \( \lambda'_1(x) \geq \cdots \geq \lambda'_n(x) \) are the eigenvalues of \( \frac{1}{2} \mathcal{L}(-f, \hat{g}) \) in \( x \) with respect to some coordinate system on \( L_C \) in a neighbourhood of \( x \).

Now define \( R_{C, \epsilon} : (\epsilon > 0) \) by

\[
R_{C, \epsilon} = \{ x \in L_C : \limsup_{t \to -\infty} d(\phi_t(x), S) \geq \epsilon \}.
\]

Note that \( R_C = \cup_{\epsilon > 0} R_{C, \epsilon} \). The set \( R_{C, \epsilon} \) is invariant under \( -\hat{f} \) and because of the stability of \( S \) (under \( f \)) there exists a \( \delta > 0 \), such that \( R_{C, \epsilon} \subset L_C \setminus S_\delta \). Therefore \( R_{C, \epsilon} \) is bounded (with respect to \( \hat{g} \)) and we can apply theorem 1 on the vector field \( -\hat{f} \) and the invariant set \( R_{C, \epsilon} \) for arbitrary \( \epsilon \), resulting in

\[
\mu_H(R_{C, \epsilon}, k + s - p) = 0.
\]

If we choose a sequence of \( \epsilon_i > 0 \) for which \( \epsilon_i \to 0 \) as \( i \) tends to infinity, then we can write

\[
\mu_H(R_C, k + s - p) \leq \sum_{i \in \mathbb{N}} \mu_H(R_{C, \epsilon_i}, k + s - p) = 0,
\]

and thus \( \dim_H R_C \leq k + s - p \).

**Example 1:** Consider the following vector field \( f \) in \( \mathbb{R}^3 \):

\[
\begin{align*}
f_1(x_1, x_2, x_3) &= x_2x_3^2 - x_1x_2^2, \\
f_2(x_1, x_2, x_3) &= -x_1x_3^2 - x_2x_3^2, \\
f_3(x_1, x_2, x_3) &= (x_2^2 + x_3^2)x_3.
\end{align*}
\]

One can easily verify that the function \( h \), with

\[
h(x) = x_1^2 + x_2^2 + x_3^2,
\]

is a first integral for the system \( \dot{x} = f(x) \), and \( \frac{\partial h}{\partial x} \) has full row rank everywhere in \( \Omega = \mathbb{R}^3 \setminus \{0\} \). The level sets \( L_C = \{ x \in \mathbb{R}^3 : h(x) = C \} \), with \( C > 0 \), are compact and lie entirely in \( \Omega \). From the expression for \( f_1 \) and \( f_2 \) it follows that the set \( S = \{ x \in \mathbb{R}^3 : (x_1, x_2) = (0, 0) \} \) is stable. With the metric

\[
g = \frac{1}{x_1^2 + x_2^2} I_3
\]

one can derive that the eigenvalues of \( \frac{1}{2} \mathcal{L}(f, g) \) satisfy

\[
\lambda(\lambda^2 - (x_1^2 + x_2^2 + x_3^2)\lambda - (x_1^2 + x_2^2)\lambda^2) = 0,
\]

and that, with \( k = 2 \) and \( s > s_0 = 3 - 2\sqrt{2} \approx 0.17 \),

\[
\inf_{x \in L_C \setminus S} s\lambda_1(x) + \lambda_2(x) + \lambda_3(x) > 0.
\]
So we can conclude that \( R_C \) has a Hausdorff dimension smaller than or equal to \( k + s_0 - p = 4 - 2\sqrt{2} \approx 1.17 \).

Indeed, from the differential equations it follows that
\[
\frac{d}{dt}(x_1^2 + x_2^2) = -(x_1^2 + x_2^2)x_3^2,
\]
such that the only points in \( \mathbb{R}^3 \) that will not converge to \( S \) lie in the plane \( \{ x \in \mathbb{R}^3 : x_3 = 0 \} \), and thus \( R_C \) is the circle in this plane around the origin with radius \( \sqrt{C} \) and has a Hausdorff dimension of 1. In figure 2 10 different trajectories belonging to the same level set (\( C = 1 \)) are shown. They all start near the circle \( R_C \) in the \( (x_1, x_2) \)-plane and converge to the \( x_3 \)-axis. Since the trajectories are symmetric about the \( (x_1, x_2) \)-plane one clearly sees that the points not converging to the \( x_3 \)-axis must be lying on the aforementioned circle.

![Fig. 2. A plot of 10 different trajectories in the same level set.](image)

**VIII. OTHER APPLICATIONS**

- For a dynamical system that contracts \( k \)-dimensional surfaces, every bounded orbit will converge to an \( \omega \)-limit set with a Hausdorff dimension smaller than or equal to \( k \).
- In [4] it was proven that the contraction of 2-dimensional surfaces in the neighbourhood of a limit cycle is a sufficient condition for the asymptotic stability of the limit cycle. The expansion of \( n \)-dimensional volumes is sufficient to conclude that the limit cycle is unstable.
- Length contraction \( (k = 1) \) leads to interesting properties and can be used for instance to analyse synchronisation phenomena [10].

When the dynamical system has known first integrals, these results can be made stronger or the conditions can be weakened.
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