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Abstract—A genetic algorithm based controller design approach is described. The genetic algorithm represents an optimisation procedure, where the cost function to be minimized comprises the closed-loop simulation and a performance index evaluation. Based on this, simple design and two robust controller design methods have been proposed. All design methods are experimentally compared. Additionally, for qualitative evaluation and comparison of different controllers a proposed statistical robustness measure is presented.

I. INTRODUCTION

Control design tasks have to respect several requirements imposed on the static and dynamic behaviour of the controlled system. Controllers often include many searched parameters and their different constraints. The search/optimisation process may be complicated, discontinuous or non-convex, and analytical methods often may not be able to yield satisfactory results. Opposite to this, evolution-based search approaches are able to construct new control laws and non-intuitive solutions as well. One of the most frequently used evolutionary techniques is the genetic algorithm (GA). Recently, genetic algorithms have been applied in the area of process control for solving a wide spectrum of various optimisation problems in several ways and with several aims. In this paper we want to focus on the design of controller parameters (or control algorithm parameters) for continuous system control. In a first group of methods GA’s are used as a powerful optimisation or search means in analytically formulated control design methods. Based on mathematical models, the parameters of a controller (or any dynamic system) are designed using different approaches providing stability and/or the required behaviour of the controlled system [8],[11],[14],[21]. The second group of methods is characterized by the use of simulation-based time response evaluation of the closed-loop model, whereby the time-response can be used for various purposes [7],[9],[13],[16],[24],[25]. A multiobjective approach, where the evaluation contains 7 different objectives including analytically formulated and time-response performance based objectives is in [17].

In cases, where the design task represents not only the search for values of a set of parameters of a predefined control structure but also the search for its internal structure, an extension to this approach is possible. This problem, however, is beyond the scope of this paper. For this purpose the Genetic programming [10],[1],[23], [13],[25] is applicable. For controller structure optimisation also a hierarchical GA has been used in [14]. In [6] the genetic programming for Lyapunov function generating has been used. Surveys of evolutionary-based control system design are in [4] and [13].

In this paper a straightforward way of incorporating simulation-based closed-loop time response in the GA is presented. The proposed approach deals with a direct GA-based search/optimisation in the controller parameter space combined with extensive computer simulations of the designed system [19],[22]. Thus the simulation is an essential part of the minimised objective function. It will be shown that due to this approach, the task of the optimal design of the dynamic system parameters is transformed into a conventional n-dimensional optimisation problem.

II. CONTROLLER DESIGN

A. Controller design principle

As mentioned above, the aim of the control design is to provide required static and dynamic behaviour of the controlled process. Usually, this behaviour is represented in terms of the well-known concepts referred in the literature: maximum overshoot, settling time, decay rate, steady state error or various integral performance indices [2],[12], etc.

Without loss of generality let us consider a simple feedback control loop (closed-loop) (Fig.1) where $y$ is the controlled value, $u$ is the control value, $r$ is the reference and $e$ is the control error ($e=r-y$). Consider an appropriate closed-loop simulation model is available. Let us analyse the closed-loop behaviour using the simple integral performance index "Integral of absolute error" defined as
\[ I_{AE} = \int_0^T e(t) dt \]  

(1)

where \( T \) is the simulation time. The controller design principle is actually an optimisation task - search for such controller parameters from the defined parameter space, which minimise the performance index (1). The cost function (fitness) is a mapping \( \mathbb{R}^n \rightarrow \mathbb{R} \), where \( n \) is the number of designed controller parameters. The evaluation of the cost function consists of two steps. The first step is the computer simulation of the closed-loop time-response, and the second one is the performance index evaluation. In case of designing complex, multi-input and multi-output (MIMO) control structures or other controller types (fuzzy controllers, neuro-controllers, etc.) the dimension \( n \) of the search space can be large (more than tens or even hundreds), therefore the cost function can be complicated and multi-modal and due to high computational requirements the use of "conventional" optimisation methods may be not feasible. Here, the evolution-based techniques, e.g. genetic algorithms can be used.

Genetic algorithms are described in e.g. [5],[15],[3],[14] and others. A general scheme of a GA can be described by following steps:

1. Initialisation of the population of chromosomes (set of random potential solutions).
2. Evaluation of the cost function for all chromosomes.
3. Selection of parent chromosomes.
4. Crossover and mutation of the parents \( \rightarrow \) children.
5. Completion of the new population from the new children and selected members of the old population. Jump to the step 2.

The chromosomes are linear strings, whose items (genes) represent in our case the designed controller parameters. Because the controller parameters are real-number variables and in case of complex problems the number of the searched parameters can be large, GA’s with real-coded chromosomes have been used.

Without loss of generality let us consider of a simple PID controller, described in the time domain by the equation

\[ u(t) = Pe(t) + I \int e(t) dt + D \frac{de(t)}{dt} \]  

(2)

where \( P \in \mathbb{R}, I \in \mathbb{R}, D \in \mathbb{R} \) are the proportional, integral and derivative gains respectively. The chromosome representation in this case can be in form \( ch=[P,I,D] \). Note, that for an other controller type with the parameters \( c_1, c_2, ... , c_q \) the appropriate chromosome is a linear string \( ch=[c_1, c_2, ... , c_q] \). Before each simulation, the corresponding chromosome (genotype) is decoded into controller parameters of the simulation model (phenotype) and after the simulation the performance index is evaluated.

A block scheme of a GA-based design is in Fig.2.

![Fig. 2 Block scheme of the GA-based controller design](image)

In Fig.3 a PID controller evolution using (1) is demonstrated, where after some generations the best solution from the current population (its closed loop step response) is plotted. As after 100 generations the solution doesn’t change considerably, the GA run can be terminated.

In Fig.4 the cost function (1) convergence during three independent GA-runs (cost function value vs. generation number) is depicted.

Note, that in case of complex system designs the controller design based on dynamic process simulations can be a multi-modal and a time-consuming problem, where often a good sub-optimal solution can be sufficient. The question about the GA-design procedure convergence is similar to other numerical GA-based search/optimisation problems [5],[15]. The convergence rate depends on the search space size and dimension, on the GA structure and on the used genetic operations.

### B. Choice of the performance index

Consider that the GA finds the optimal (sub-optimal) solution in the user-defined search space of controller parameters. The choice of the performance index has a fundamental influence on the closed-loop behaviour. Using (1) normally brings about fast control responses with small overshoots between 2-5% (Fig.3). Different performance indices are described in [19],[22].
III. ROBUST CONTROLLER DESIGN

Let us describe two methods, extending the approach from Section 2, which can increase the closed-loop robustness.

A. Set of defined working points

Consider $e = \{e_1, e_2, \ldots, e_d\}$ to be the set of the designed controller parameters and $s = \{s_1, s_2, \ldots, s_r\}$ the set of parameters of the controlled object. During the operation, each of the parameters $s_i$ can move within the uncertainty space defined by the intervals

$$S: s_{i,\min} \leq s_i \leq s_{i,\max} ; \quad i = 1, 2, \ldots, r \quad (3)$$

where $s_{i,\min}$ and $s_{i,\max}$ are the minimum and maximum possible values of the $i$-th system parameter. Consider $n$ different (physical) working points of the controlled process, defined by different vectors $s$, which are to be controlled by the same robust controller. For this case let us use the cost function

$$J = \sum_{i=1}^{n} J_i \quad (4)$$

which comprises evaluation in all $n$ working points $J_i$. It is also recommended to include the measured noise from the real system or other possible disturbances or expected situations into the simulation model.

Remark: Alternatively to the set of $n$ defined physical working points the set of $2^r$ system parameter vectors located in the vertices of a polytope, which represents the bounds of the parameter space $S$, can be considered.

B. Randomly generated working points

A next proposed method is as follows. In each GA-generation $n$ random working points (for all chromosomes of the actual population the same) are generated (say $n=100$). That means $n$ vectors $s$ of the system parameters become random values from the space $S$. The fitness function for each individual of the population is calculated using the performance index (4). In the next generation other $n$ random parameter vectors are generated. The algorithm for cost function evaluation in each generation of the GA is as follows:

1. generate $n$ system parameter vectors $s$ (by random)
2. for each individual of the current population perform a simulation of the closed-loop for each of the $n$ parameter vectors $s$
3. for each individual calculate the cost function (4)
IV. STATISTICAL ROBUSTNESS MEASURE

A similar simulation-based principle described above can be used also for another purpose – for controller robustness evaluation. The proposed Statistical robustness measure (SRM) is based on statistical evaluation of a set of (more than 1000) closed-loop simulation experiments with randomly generated system parameters $s$ from the uncertainty space $S$. After evaluating the selected performance index for each experiment (in our case (1)), we obtain a set of points as depicted in Fig.5 in Section 5 (the performance index value vs. the experiment number). Smaller values of the performance index represent a better closed-loop behaviour. A more transparent evaluation of this experiment represents the use of the probability density function (Fig.6) (the probability vs. the performance index). Another possibility is the use of the probability distribution function, which arises by summing (or integrating) the density function (Fig.7). The control performance is better for such controllers, for which the distribution function (the density function) is located to the left within the horizontal axis range. Poor (or unstable) controllers achieve large (or extremely large) values of the performance index and therefore their distribution functions are located in the right hand side part of the horizontal axis range.

If necessary, the SRM can be quantified as a scalar value applying the sum

$$SRM = \sum_{i=1}^{N} J_i$$

where $N$ is the number of closed-loop simulation experiments, and $J$ is the evaluated performance index.

V. COMPARATIVE STUDY

For demonstration of the proposed controller design methods let us consider the controlled object described by the nonlinear differential equation

$$y'' + a_2 y' + a_1 y + a_0 y^3 = b_0 u$$

The gain of this system is non-constant and depends on the position of the working point $y$. Let the system parameters are moving within the uncertainty intervals

$${b_0 \in (1.5), a_0 \in (0.02;5), a_1 \in (0.02;0.2), a_2 \in (0.01;20)}$$

Consider a PID controller described by the transfer function

$$G_{PID}(s)=P+I/s+Ds$$

Let the control value be limited in the range $-10 \leq u \leq 10$. For comparison, the controller parameters $P, I$ and $D$ have been designed applying following methods:

1. Robust approach from Section III.B with 100 randomly generated working points from the space $S$ in each generation.
2. Using $2^{4}=16$ working points located in the vertices of the parameter space $S$ (see remark at end of the Section III.A).
3. Robust approach according Section III.A with 3 fix working points. The first working point represents parameters, which values correspond to the lower interval limits of (6) ($WP_1$: $a_0=0.02; a_1=0.02; a_2=0.01; b_0=1$), the second to the upper interval limits of (6) ($WP_2$: $a_0=5; a_1=0.2; a_2=20; b_0=5$) and the third represents the mean values of intervals (6) ($WP_3$: $a_0=2.51; a_1=0.11; a_2=10.005; b_0=3$).
4. Simple PID design using GA (Section II, eq. (1)) in the nominal working point $WP_3$, which parameters are the mean values of (6) ($a_0=2.51; a_1=0.11; a_2=10.005; b_0=3$).
5. Conventional Optimal Module PID design method (Oldenburg and Sartorius, 1956) using a linearized system in the nominal working point $WP_3$.

The design results are in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>P</th>
<th>I</th>
<th>D</th>
<th>SRM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.23</td>
<td>1.68</td>
<td>4.72</td>
<td>2395</td>
</tr>
<tr>
<td>2</td>
<td>99.37</td>
<td>1.01</td>
<td>12.52</td>
<td>2532</td>
</tr>
<tr>
<td>3</td>
<td>46.27</td>
<td>6.72</td>
<td>11.73</td>
<td>3185</td>
</tr>
<tr>
<td>4</td>
<td>98.70</td>
<td>8.66</td>
<td>8.45</td>
<td>2662</td>
</tr>
<tr>
<td>5</td>
<td>20.56</td>
<td>0.98</td>
<td>0.36</td>
<td>4774</td>
</tr>
</tbody>
</table>

The SRM for these results has been evaluated from 1200 experiments. The obtained values of performance indices for the method 1 are in Fig. 5. The density functions for all methods are in Fig.6 and the distribution functions in Fig.7. Finally, all methods have been tested on 25 randomly generated test systems from the parameter space $S$. For illustration, the setpoint step-responses (to 1 in $t=0$s and to 0.5 in $t=20$s) for two design methods 5 and 1 are compared in Fig.8 and Fig.9.
VI. CONCLUSION

The presented GA-based controller design approach is minimising such a cost function, which comprises system simulation and performance index evaluation. In this way the controller design is transformed into a search problem in a n-dimensional parameter space. The subjects of design/optimisation may be complex systems with control structures of various types. The main (and practically the only) limitation of this approach is the computational time, which is higher in comparison to conventional approaches. The design approach is simply extendable to robust controller design, for which two different methods have been proposed. Additionally, for robustness measure evaluation a statistical robustness measure method is proposed, which can be considered as an objective tool for robustness comparison of different controller types or different controller parameters.

The proposed GA-based approach has been in our department successfully applied for the design of various types of controllers for various system types (linear, non-linear, stable, unstable, non-minimum phase, SISO and MIMO) in simulation as well as in real-time applications, in
laboratory and also in the practice. The design approach is powerful, robust, widely applicable and really simple to use.
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