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Abstract—We address the model reference adaptive control problem for a nonlinear multilink planar arm mechanism, where links are interconnected by torsional springs and dashpots, a control torque is applied to the hub of the mechanism, and the objective is to control the angular position of the last link. It is known that the linearized transfer function for the multilink planar arm has nonminimum-phase zeros when the control torque and angular position sensor are not colocated. We use a retrospective cost model reference adaptive control (RC-MRAC) algorithm, which is effective for nonminimum-phase systems provided that the nonminimum-phase zeros are known. We demonstrate that RC-MRAC effectively controls the multilink arm for a range of reference model command signal amplitudes and frequencies.

I. INTRODUCTION

The multilink planar arm mechanism consists of $N$ links, which are interconnected by torsional springs and dashpots. This mechanism is an approximation of a flexible rotating arm or bending beam, whose dynamics and control are studied for applications such as space structures [1], [2] and hard drives [3], [4]. The multilink planar arm presents a challenging control problem because the system is nonlinear and exhibits nonminimum-phase behavior, as shown in [5, Chap. 8.5] for the 2-link case and [6] for the $N$-link case.

Nonminimum-phase zeros can create challenges for feedback control systems by limiting bandwidth and gain margins [7], and causing initial undershoot or direction reversals in the step response [8], [9]. Thus, it is of interest to determine physical properties in mechanical systems that give rise to nonminimum-phase zeros. The colocated force-to-velocity transfer functions for flexible structures are known to be positive real (and thus minimum phase) [10]. This property suggests that sensor-actuator noncolocation may cause nonminimum-phase zeros; however, [11], [12] demonstrate that noncolocation alone is not the source of nonminimum-phase zeros. In particular, [11] considers a string of masses interconnected by linear springs and dashpots, and shows that the noncolocated transfer functions from the force on one mass to the position of another mass are minimum phase.

The bending-beam examples considered in [13], [14] suggest that nonminimum-phase zeros may arise from sensor-actuator noncolocolation combined with rotational motion.

This conjecture is supported by the results of [6], which shows that the noncolocated transfer functions of the linearized multilink planar arm have nonminimum-phase zeros.

While nonminimum-phase zeros can be challenging for many control methodologies, they are particularly challenging for adaptive controllers. For discrete-time systems with nonminimum-phase zeros, retrospective cost adaptive control (RCAC) techniques are known to be effective provided that the nonminimum-phase zeros are known [15]–[17]. In [6], RCAC is used to control the 2-link planar arm mechanism using knowledge of only the first non-zero Markov parameter and the nonminimum-phase zeros of the discretized linearized transfer function from hub torque to angular position.

In the present paper, we extend the work of [6] in two ways. First, we adopt the retrospective cost model reference adaptive control (RC-MRAC) algorithm, which is presented in [18]. The simulation results of this paper demonstrate that RC-MRAC effectively controls the multilink arm for a wide range of reference model command signal amplitudes and frequencies. The second extension presented in this paper is the adaptive control of the multilink arm with more than 2 links. Specifically, we address the 2-link, 3-link, and 4-link cases.

II. EQUATIONS OF MOTION

In this section, we review the nonlinear equations of motion for an $N$-link planar arm, and present the linearized equations of motion. For a detailed derivation, see [6].

First, let $p_1$ be the point where the first link is connected to the horizontal plane, and, for $i = 2, ..., N$, let $p_i$ be the point where the $i$th link is connected to the $(i-1)$th link. Next, for $i = 1, ..., N$, let $m_i$ be the mass of the $i$th link, let $l_i$ be the length of the $i$th link, let $c_i$ be the damping at the joint $p_i$, let $k_i$ be the stiffness of the joint $p_i$, and let $I_i = \frac{1}{2} m_i l_i^2$ be the moment of inertia of the $i$th link about its center of mass.

Next, we define the inertial frame $F_A$ with orthogonal unit vectors $(\hat{i}_A, \hat{j}_A, \hat{k}_A)$, where $\hat{i}_A$ and $\hat{j}_A$ lie in the plane of motion of the $N$-link planar arm, and $\hat{k}_A$ is orthogonal to the plane of motion. For simplicity, we assume that the origin of $F_A$ is located at $p_1$. Finally, for $i = 1, ..., N$, let $\theta_i$ be the angle from $\hat{i}_A$ to the vector from $p_i$ to $p_{i+1}$. The $N$-link planar arm is shown in Figure 1.

A. Nonlinear Equations of Motion

For $i = 1, ..., N$, the kinetic energy of the $i$th link is $T_i = \frac{1}{2} m_i V_i^2 + \frac{1}{2} I_i \dot{\theta}_i^2$, where the magnitude of the translational velocity of the $i$th link is given by
Fig. 1. All motion of the $N$-link planar arm is in the horizontal plane.

\[
V_i = \left[ \frac{1}{2}l_i^2\dot{\theta}_i^2 + \sum_{j=1}^{i-1} \left( l_j^2\dot{\theta}_j^2 + l_i l_j \dot{\theta}_i \dot{\theta}_j \cos(\theta_j - \theta_i) \right) + 2 \sum_{j \neq h} l_j h \dot{\theta}_j \dot{\theta}_h \cos(\theta_j - \theta_h) \right]^{1/2}.
\]

The total kinetic energy is defined by $T \triangleq \sum_{i=1}^{N} T_i$. Next, for $i = 1, \ldots, N$, the potential energy of the $i^{th}$ link is

\[
U_i \triangleq \begin{cases} \frac{1}{2}c_i \dot{\theta}_i^2, & i = 1, \\ \frac{1}{2}c_i (\theta_{i-1} - \theta_i)^2, & i > 1, \end{cases}
\]

and the total potential energy is defined by $U \triangleq \sum_{i=1}^{N} U_i$.

Thus, the Lagrangian for the $N$-link system is $L \triangleq T - U$.

Next, for $i = 1, \ldots, N$, let $F_c$ be the dissipation function resulting from the damping at joint $p_i$, that is,

\[
F_c \triangleq \begin{cases} \frac{1}{2}c_0 \dot{v}_i^2, & i = 1, \\ \frac{1}{2}c_0 (v_{i-1} - v_i)^2, & i > 1, \end{cases}
\]

and define $F_c \triangleq \sum_{i=1}^{N} F_c$. For $i = 1, \ldots, N$, let $v_i$ be an external torque applied at $p_i$. Thus, for $i = 1, \ldots, N$, the nonlinear equations of motion are given by

\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{\theta}_i} - \frac{\partial L}{\partial \theta_i} + \frac{\partial F_c}{\partial \theta_i} = v_i. \tag{1}
\]

\section{B. Linearized Equations of Motion}

Now, we present the linearized equations of motion for the $N$-link system. First, define $\Theta \triangleq \begin{bmatrix} \theta_1 & \ldots & \theta_N \end{bmatrix}^T$, and $\Upsilon \triangleq \begin{bmatrix} v_1 & \ldots & v_N \end{bmatrix}^T$. We linearize about the $(\Theta, \dot{\Theta}) \equiv 0$ equilibrium. Let $\delta \Theta$ be the linear approximation of $\Theta$ around the equilibrium $(\Theta, \dot{\Theta}) \equiv 0$.

Linearizing the $N$-link system, with nonlinear equations of motion (1), about $(\Theta, \dot{\Theta}) \equiv 0$ yields

\[
M \delta \ddot{\Theta} + C_d \dot{\delta \Theta} + K \delta \Theta = \Upsilon,
\]

where

\[
M \triangleq \begin{bmatrix} \gamma_{1,1} & \cdots & \gamma_{1,N} \\ \vdots & \ddots & \vdots \\ \gamma_{N,1} & \cdots & \gamma_{N,N} \end{bmatrix},
\]

\[
C_d \triangleq \begin{bmatrix} c_1 + c_2 & -c_2 & 0 & \cdots & 0 \\ -c_2 & c_2 + c_3 & -c_3 & \cdots & 0 \\ 0 & -c_3 & c_3 + c_4 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & c_N \end{bmatrix},
\]

\[
K \triangleq \begin{bmatrix} k_1 + k_2 & -k_2 & 0 & \cdots & 0 \\ -k_2 & k_2 + k_3 & -k_3 & \cdots & 0 \\ 0 & -k_3 & k_3 + k_4 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & k_N \end{bmatrix},
\]

and for $g = 1, \ldots, N$, and $h = g + 1, \ldots, N$, \( \gamma_{g,g} \triangleq \left( \frac{m}{2} + \sum_{i=g+1}^{N} m_i \right) l_g^2 \), and $\gamma_{g,h} = \gamma_{g,g} - \gamma_{g,h}$.

\section{III. Retrospective Cost}
\\textbf{Model Reference Adaptive Control}

In this section, we review the RC-MRAC algorithm presented in [18]. We highlight the model information required by the adaptive controller as well as several important assumptions. For additional details and a stability analysis of RC-MRAC, see [18].

First, consider the linear discrete-time system

\[
y(k) = \sum_{i=1}^{n} -\alpha_i y(k-i) + \sum_{i=d}^{n} \beta_i u(k-i), \tag{3}
\]

where $k \geq 0$, $\alpha_1, \ldots, \alpha_n \in \mathbb{R}$, $\beta_d, \ldots, \beta_n \in \mathbb{R}$, $y(k)$ is the output, $u(k)$ is the control, and the relative degree is $d > 0$.

Let $q$ and $q^{-1}$ denote the forward-shift and backward-shift operators, respectively, and define $\beta(q) \triangleq \beta_d q^{n-d} + \beta_{d+1} q^{n-d-1} + \cdots + \beta_{n-1} q + \beta_n$. Consider the factorization $\beta(q) = \beta_d \beta_n(q) \beta_n(q)$, where $\beta_n(q)$ is a monic polynomial of degree $n_u$; $\beta_n(q)$ is a monic polynomial; and if $|\lambda| \geq 1$, $\beta_n(|\lambda|) = 0$. We assume that the polynomial $\beta_n(q)$ is known, which implies that the nonminimum-phase zeros from $u$ to $y$ are known. Furthermore, we assume that the first nonzero Markov parameter $\beta_d$ is known.

Next, consider the reference model

\[
\alpha_m(q)y_m(k) = \beta_m(q)r(k), \tag{4}
\]

where $y_m(k) \in \mathbb{R}$ is the reference model output; $r(k) \in \mathbb{R}$ is the bounded reference model command; $\alpha_m(q)$ is a monic polynomial with degree $n_m > 0$; $\beta_m(q)$ is a polynomial with degree $n_m - d_m$, where $d_m \geq d$ is the relative degree of (4); and if $|\lambda| \geq 1$, and $\beta_n(|\lambda|) = 0$, then $\beta_n(|\lambda|) = 0$.

Next, define $z(k) \triangleq y(k) - y_m(k)$. Our goal is to drive $z(k)$ to zero. We use a time-series controller of order $n_c \geq$
max(2n − n_u − d, n_m − n_u − d), which is given by
\[ u(k) = \sum_{i=1}^{n_c} L_i(k) y(k - i) + \sum_{i=1}^{n_c} M_i(k) u(k - i) + \sum_{i=0}^{n_c} N_i(k) r(k - i), \]
where, for all i = 1, ..., n_c, L_i : N \rightarrow \mathbb{R} and M_i : N \rightarrow \mathbb{R}, and, for all i = 0, 1, ..., n_c, N_i : N \rightarrow \mathbb{R} are determined by the adaptive law presented below. The controller (5) can be expressed as
\[ u(k) = \phi^T(k) \theta_c(k), \]
(6)
where \( \theta_c(k) \triangleq [L_1(k) \cdots L_{n_c}(k) M_1(k) \cdots M_{n_c}(k) N_0(k) \cdots N_{n_c}(k)]^T \), and \( \phi(k) \triangleq [y(k-1) \cdots y(k-n_c) u(k-1) \cdots u(k-n_c) r(k) \cdots r(k-n_c)]^T \).

Now, let \( \theta \in \mathbb{R}^{3n_c+1} \) be an optimization variable, and define the retrospective performance
\[ \tilde{z}_t(\hat{\theta}, k) \triangleq z_t(k) + \Phi^T(k) \hat{\theta} - \beta_0 \tilde{\beta}_u(q^{-1}) u(k), \]
where \( \tilde{\beta}_u(q^{-1}) \triangleq q^{-n_u - d} \beta_u(q) \), the filtered tracking error is defined by \( z_t(k) \triangleq q^{-1} \alpha_m(q) z(k) \), and the filtered regressor is defined by \( \Phi(k) \triangleq \beta_0 \tilde{\beta}_u(q^{-1}) \phi(k) \).

Finally, define the cumulative retrospective cost function
\[ J(\hat{\theta}, k) \triangleq \sum_{i=0}^{k} \lambda^{k-i} \tilde{z}_t^2(\hat{\theta}, i) + \lambda^k \left[ \hat{\theta} - \theta(0) \right]^T R \left[ \hat{\theta} - \theta(0) \right], \]
where \( \lambda \in (0, 1) \), \( R \in \mathbb{R}^{(3n_c+1) \times (3n_c+1)} \) is positive definite, and \( \theta(0) \in \mathbb{R}^{3n_c+1} \). For each \( k \geq 0 \), \( J(\hat{\theta}, k) \) is minimized by the recursive-least-squares algorithm with a forgetting factor
\[ \theta_c(k + 1) = \theta_c(k) - \frac{P(k) \Phi(k) z_t(k)}{\lambda + \Phi^T(k) P(k) \Phi(k)}, \]
(7)
\[ P(k + 1) = \frac{1}{\lambda} \left[ P(k) - \frac{P(k) \Phi(k) \Phi^T(k) P(k)}{\lambda + \Phi^T(k) P(k) \Phi(k)} \right], \]
(8)
where \( P(0) = R^{-1} \) and \( z_t(k) \triangleq z_t(\theta_c(k), k) \). In summary, RC-MRAC is given by (6)–(8), and its architecture is shown in Figure 2.

IV. IMPLEMENTATION OF RC-MRAC

In this section, we discuss implementation of RC-MRAC on the N-link planar arm. We implement RC-MRAC with a zero-order hold on the inputs and a sampling time \( T_s = 0.02 \) seconds. Although the RC-MRAC formulation, presented in Section III, is based on a linear plant, we apply RC-MRAC to the full nonlinear N-link planar arm, given by (1).

We assume that the control torque at the hub of the N-link planar arm (i.e., \( v_1 \)) is the only available control input. Thus, \( v_2, \ldots, v_N \) in (1) are identically zero and \( v_1 \) is the zero order hold of \( u(k) \), where \( u(k) \) is determined by RC-MRAC (6)–(8). We assume that the angular position of the \( N^{th} \) link (i.e., \( \theta_N \)) is the only measurement available for feedback. Thus, \( y(k) \) is the sampled-data signal obtained from \( \theta_N \). Our objective is to force the angular position of the \( N^{th} \) link to follow the reference model output \( y_m(k) \).

In order to implement RC-MRAC, we require knowledge of \( \beta_u(q) \), which characterizes the nonminimum-phase zeros of the linearized N-link system from the control torque at the hub to the angular position of the \( N^{th} \) link. It is shown in [6] that the linearized transfer function of the 2-link system from \( v_1 \) to \( \delta \theta_N \) has exactly one nonminimum-phase zero. Furthermore, [6] provides numerical evidence that the linearized transfer function of the N-link system from \( v_1 \) to \( \delta \theta_N \) (i.e., from the hub to the tip of the multilink mechanism) has \( N-1 \) nonminimum-phase zeros. Finally, discretizing the linearized transfer function from \( v_1 \) to \( \delta \theta_N \) (using a zero-order hold on the inputs) results in a discrete-time transfer function, which in general also has \( N-1 \) nonminimum-phase zeros. The locations of the nonminimum-phase zeros depend on the sampling time used for the discretization. In this numerical study, we let \( \beta_u(q) \) be the polynomial whose roots are at the nonminimum-phase zero locations obtained from the discretized linearization.

V. SIMULATION RESULTS

In this section, we use RC-MRAC to control the nonlinear N-link system. In particular, for the two, three, and four link cases, we numerically investigate the performance of RC-MRAC with sinusoidal reference model commands \( r(k) \). Our goal is to explore the amplitude and frequency ranges of the reference model output \( y_m(k) \) for which the output of the N-link system \( y(k) \) is able to track \( y_m(k) \). We demonstrate that RC-MRAC is able to control the N-link system for a range of reference model output amplitudes and frequencies; however, for large-amplitude or high-frequency reference model outputs the N-link system’s nonlinearities become difficult for RC-MRAC to control.

For all examples, the controller order is \( n_c = 12 \) and the reference model is given by (4). Next, define the reference model transfer function \( G_m(z) = \beta_m(z)/\alpha_m(z) \) and consider the reference model command
\[ r(k) = \frac{A}{|G_m(e^{j\omega T_s})|} \sin \omega T_s k, \]
where \( \omega \) is the frequency in rad/sec and \( A \) is the amplitude in rad. Note that the amplitude of \( r(k) \) is normalized by the
magnitudes of the reference model transfer function at the command frequency (i.e., $|G_m(e^{j\omega T_s})|$). The normalization is performed so that, for any frequency $\omega$, the steady-state amplitude of $y_m(k)$ is $A$. Thus, we can independently vary the amplitude $A$ and frequency $\omega$ of the steady-state reference model output $y_m(k)$, which is the signal that the adaptive controller is attempting to track. Finally, for all examples, $\theta_c(0) = 0$ and $\lambda = 1$.

A. The Two-Link Case

We consider the 2-link system, where $m_1 = 2$ kg, $m_2 = 3$ kg, $l_1 = 2$ m, $l_2 = 1$ m, $k_1 = 7 \text{ N} \cdot \text{m}/\text{rad}$, $k_2 = 5 \text{ N} \cdot \text{m}/\text{rad}$, $c_1 = 10 \text{ kg} \cdot \text{m}^2/\text{rad}$, and $c_2 = 10 \text{ kg} \cdot \text{m}^2/\text{rad}$. In this case, $\beta_d = -8.045 \times 10^{-3}$ and $\beta_u(q) = q - 1.0784$. Additionally, we let $\alpha_m(q) = (q - 0.8)^5$, $\beta_m(q) = q\beta_u(q)$, and $P(0) = 10^{12}I_{37}$.

The 2-link system is simulated for a range of reference model output amplitudes and frequencies; specifically, $A$ is varied from 0 rad to 1 rad, and $\omega$ is varied from 0 rad/sec to $20\pi$ rad/sec. For each choice of $A$ and $\omega$, the 2-link system is simulated for 20 seconds, and we explore the values of $A$ and $\omega$ for which RC-MRAC drives the performance $z(k)$ to zero. If the angular position of the second link exceeds $2\pi$ rad, then we consider this transient behavior to exceed acceptable limits, meaning that RC-MRAC is not effective. Next, for each simulation, define the performance metric

$$\varepsilon = \max_{0 \leq k \leq 200} |z(k)|,$$

which quantifies the peak transient tracking error.

Figure 3 is a heat map, which shows the range of reference model output amplitudes $A$ and reference model command frequencies $\omega$, where RC-MRAC is effective. Furthermore, the color at each point on the heat map indicates the value of $\varepsilon$. Finally, the white regions correspond to the values of $A$ and $\omega$ where the angular position of the second link exceeds $2\pi$ rad. Figure 3 demonstrates that RC-MRAC is effective over a large amplitude range when the frequency is low, and over a large frequency range when the amplitude is small.

![Fig. 3. Two-Link System Heat Map: The heat map for the two-link system shows that RC-MRAC effectively controls the 2-link system over a range of reference model output amplitudes and frequencies. White regions represent a response greater than $2\pi$ radians.](image)

Next, we explore two values of $A$ and $\omega$ in more detail. In particular, we consider an $(A, \omega)$ pair, which is in the colored region of the heat map but not near the boundary; and an $(A, \omega)$ pair, which is in the colored region of the heat map near the boundary.

**Example 1.** Let $A = 0.3$ and $\omega = 2\pi$, which is in the colored region of the heat map but not near the boundary. Figure 4 shows the closed-loop response of the 2-link system with RC-MRAC in feedback. The 2-link system is allowed to run open loop for 5 seconds, then RC-MRAC is turned on. The top plot of Figure 4 shows that $y(k)$ asymptotically follows $y_m(k)$. The middle and bottom plots of Figure 4 provide a time history of the angles $\theta_1$ and $\theta_2$.

![Fig. 4. Example 1: For the 2-link system with $A = 0.3$ and $\omega = 2\pi$, the angular position of the second link $y_2(k)$ follows the reference model output $y_m(k)$. Top plot shows $y(k)$ (solid) and $y_m(k)$ (dashed); middle plot shows the angles $\theta_1$ (solid) and $\theta_2$ (dashed); bottom plot shows the angular rates $\dot{\theta}_1$ (solid) and $\dot{\theta}_2$ (dashed).](image)

**Example 2.** Let $A = 0.01$ and $\omega = 10\pi$, which is in the colored region of the heat map and near the boundary. Figure 5 shows the closed-loop response of the 2-link system with RC-MRAC in feedback. The top plot of Figure 5 shows that $y(k)$ asymptotically follows $y_m(k)$; however, the transient performance is worse than that shown in Figure 5. Note that the plots have been truncated after 10 seconds.

![Fig. 5. Example 2: For the 2-link system with $A = 0.01$ and $\omega = 10\pi$, the angular position of the second link $y_2(k)$ follows the reference model output $y_m(k)$. However, the transient behavior for this example is worse than the transient behavior shown in Figure 4. Top plot shows $y(k)$ (solid) and $y_m(k)$ (dashed); middle plot shows the angles $\theta_1$ (solid) and $\theta_2$ (dashed); bottom plot shows the angular rates $\dot{\theta}_1$ (solid) and $\dot{\theta}_2$ (dashed).](image)
B. The Three-Link Case

We consider the 3-link system, where \( m_1 = 2 \text{ kg}, m_2 = 3 \text{ kg}, m_3 = 4 \text{ kg}, l_1 = 2 \text{ m}, l_2 = 1 \text{ m}, l_3 = 1 \text{ m}, k_1 = 7 \frac{\text{N} \cdot \text{m}}{\text{rad}}, \)
\[ k_2 = 5 \frac{\text{N} \cdot \text{m}^2}{\text{rad}}, k_3 = 6 \frac{\text{N} \cdot \text{m}}{\text{rad}}, c_1 = 10 \frac{\text{kg} \cdot \text{m}^2}{\text{rad} \cdot \text{sec}}, c_2 = 10 \frac{\text{kg} \cdot \text{m}^2}{\text{rad} \cdot \text{sec}}, \]
and \( c_3 = 1 \frac{\text{kg} \cdot \text{m}^2}{\text{rad} \cdot \text{sec}} \). In this case, \( \beta_d = 2.13 \times 10^{-6} \) and \( \beta_n(q) = (q - 1.016)(q - 18.90) \). Additionally, we let \( \alpha_m(q) = (q - 0.9)^5, \beta_m(q) = \beta_n(q), \) and \( P(0) = 10^{17}I_{37} \).

The 3-link system is simulated for a range of reference model output amplitudes and frequencies; specifically, \( A \) is varied from 0 rad to 0.5 rad, and \( \omega \) is varied from 0 rad/sec to 10 rad/sec. We use the performance metric \( \varepsilon \) given by (9) and consider transient behavior to exceed acceptable limits if the angular position of the third link exceeds \( 2\pi \) rad. Figure 6 is the heat map for the 3-link system. Notice that the shape of Figure 6 is similar to the shape of Figure 3 (i.e., the heat map for the 2-link system). However, RC-MRAC is effective over a smaller range of values of \( A \) and \( \omega \) in the 3-link case. The smaller range of \( (A, \omega) \) may be a result of the additional nonlinearities that arise when additional links are added to the multilink arm.

Example 3. Let \( A = 0.1 \) and \( \omega = \pi \), which is in the colored region of the heat map but not near the boundary. Figure 7 shows the closed-loop response of the 3-link system with RC-MRAC in feedback. The 3-link system is allowed to run open loop for 5 seconds, then RC-MRAC is turned on. The top plot of Figure 7 shows that \( y(k) \) asymptotically follows \( y_m(k) \).

Example 4. Let \( A = 0.01 \) and \( \omega = 5\pi \), which is in the colored region of the heat map and near the boundary. Figure 8 shows the closed-loop response of the 3-link system with RC-MRAC in feedback. The top plot of Figure 8 shows that \( y(k) \) asymptotically follows \( y_m(k) \); however, the transient performance is worse than that shown in Figure 7.

C. The Four-Link Case

We consider the 4-link system, where \( m_1 = 2 \text{ kg}, m_2 = 3 \text{ kg}, m_3 = 4 \text{ kg}, m_4 = 3 \text{ kg}, l_1 = 2 \text{ m}, l_2 = 1 \text{ m}, l_3 = 1 \text{ m}, \)
\[ l_4 = 1 \text{ m}, k_1 = 7 \frac{\text{N} \cdot \text{m}}{\text{rad}}, k_2 = 5 \frac{\text{N} \cdot \text{m}^2}{\text{rad}}, k_3 = 6 \frac{\text{N} \cdot \text{m}}{\text{rad}}, k_4 = 5 \frac{\text{N} \cdot \text{m}^2}{\text{rad}}, \]
c_1 = 10 \frac{\text{kg} \cdot \text{m}^2}{\text{rad} \cdot \text{sec}}, c_2 = 10 \frac{\text{kg} \cdot \text{m}^2}{\text{rad} \cdot \text{sec}}, c_3 = 1 \frac{\text{kg} \cdot \text{m}^2}{\text{rad} \cdot \text{sec}}, \]
and \( c_4 = 9 \frac{\text{kg} \cdot \text{m}^2}{\text{rad} \cdot \text{sec}} \). In this case, \( \beta_d = 2.44 \times 10^{-6} \) and \( \beta_n(q) = (q - 1.008)(q - 1.649)(q + 4.684) \). Additionally, we let \( \alpha_m(q) = (q - 0.9)^5, \beta_m(q) = \beta_n(q), \) and \( P(0) = 10^{19}I_{37} \).

The 4-link system is simulated for \( A \) from 0 rad to 0.15 rad, and \( \omega \) is varied from 0 rad/sec to 6\( \pi \) rad/sec. We use the performance metric \( \varepsilon \) given by (9). Figure 9 is the heat map for the 4-link system. The shape of Figure 9 is similar to the shapes of Figure 3 and Figure 6, but the range of \( (A, \omega) \) where RC-MRAC is effective is smaller than in the 3-link case (which is smaller than in the 2-link case). This provides additional numerical evidence that the range of achievable motion (i.e., the amplitude and frequency of the reference model output) decreases as the number of links increases.

Example 5. Let \( A = 0.02 \) and \( \omega = 2\pi \), which is in the colored region of the heat map but not near the boundary. Figure 10 shows the closed-loop response of the 4-link system with RC-MRAC in feedback. The top plot of Figure 10 shows that \( y(k) \) asymptotically follows \( y_m(k) \).
Example 6. Let $A = 0.001$ and $\omega = 5\pi$, the angular position of the fourth link $y(k)$ follows the reference model output $y_{\text{ref}}(k)$. However, the transient behavior for this example is worse than the transient behavior shown in Figure 10. Top plot shows $y(k)$ (solid) and $y_{\text{ref}}(k)$ (dashed); middle plot shows the angles $\theta_1$ (solid), $\theta_2$ (dashed), $\theta_3$ (dotted), and $\theta_4$ (dash-dotted); bottom plot shows the angular rates $\dot{\theta}_1$ (solid), $\dot{\theta}_2$ (dashed), $\dot{\theta}_3$ (dotted), and $\dot{\theta}_4$ (dash-dotted).

VI. CONCLUSION

This paper addressed the model reference adaptive control problem for a nonlinear $N$-link planar arm mechanism, where the linearized transfer function from the control torque applied at the hub to the angular position of the $N^{th}$ link is nonminimum-phase. We used the RC-MRAC algorithm to effectively control the multilink arm for a range of reference model output signal amplitudes and frequencies. We demonstrated that, for the 2-link, 3-link, and 4-link cases, RC-MRAC is effective for controlling the multilink arm. However, the range of admissible reference model output amplitudes and frequencies decreases as the number of links increases.
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