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Abstract—A sparse estimator with close ties with the LASSO (least absolute shrinkage and selection operator) is analysed. The basic idea of the estimator is to relax the least-squares cost function to what the least-squares method would achieve on validation data and then use this as a constraint in the minimization of the $\ell_1$-norm of the parameter vector. In a linear regression framework, exact conditions are established for when the estimator is consistent in probability and when it possesses sparseness. By adding a re-estimation step, where least-squares is used to re-estimate the non-zero elements of the parameter vector, the so called Oracle property can be obtained, i.e. the estimator achieves the asymptotic Cramér-Rao lower bound corresponding to when it is known which regressors are active. The method is shown to perform favourably compared to other methods on a simulation example.

I. INTRODUCTION

One long standing problem in estimation is model selection. In linear regression this amounts to selecting appropriate regressors among a large set of candidate regressors. The brute force approach of comparing all possible subsets using some cross-validation method leads to combinatorial complexity. It is also problematic to analyse the statistical power of this approach.

Many approaches have been suggested to overcome these problems. In Forward Selection regressors are added one by one according to how statistically significant they are [1]. Forward stepwise selection and LARS (Least Angle Regression) [2] are refinements of this idea. Backwards elimination is another approach with a long history. Here regressors are removed one by one. Another class of methods employ all regressors but use thresholding to force insignificant parameters to become zero [3]. Another class of methods that can handle all regressors at once use regularization, i.e. a penalty on the size of the parameter vector is added to the cost function. This approach has close ties with Bayesian estimation. Ridge regression is a classical regularization method where penalty is proportional to the squared 2-norm of the parameter vector. While this method “pulls” parameters towards zero, it does not generate sparse estimates, i.e. even though parameters may be small they are generically non-zero. However, the regularization can be chosen so that sparse estimates are obtained in a one-shot procedure. The LASSO (least absolute shrinkage and selection operator) is one of the early contributions to this field, and has been of tremendous influence [5]. This algorithm performs minimization under a constraint of the $\ell_1$-norm of the parameter vector $\theta \in \mathbb{R}^n$. More precisely the criterion is

$$\min_{\theta} V_N(\theta) \quad \text{s.t. } \|\theta\|_1 \leq c$$

Above $V_N(\theta)$ is the least-squares cost function based on $N$ samples. For linear regression problems the above problem is convex. In fact, one way of viewing (1) is as a convex relaxation of the combinatorial complexity problem of minimizing $V_N(\theta)$ under a constraint of the support of $\theta$.

Using a Lagrange multiplier we see that the LASSO can be interpreted as $\ell_1$-regularization of the identification criterion. In a Bayesian framework, (2) corresponds to a Laplacian prior.

The reason why (1) gives a sparse estimate is linked to the close relationship between the $\ell_1$-norm and the so called $\ell_0$-norm, $\|\theta\|_0$ (the number of non-zero entries in $\theta$). With $\|\cdot\|_1$ in (1) replaced by $\|\cdot\|_0$, (1) corresponds to an exhaustive search over all parameters with an upper bound of the number of non-zero parameters.

Integral to many of the approaches is the use of cross-validation or some information criterion, e.g. the Akaike Information Criterion (AIC) or generalized cross-validation (GCV). For example, such methods can be used to determine the constant $c$ in (1). This means solving (1) and then evaluating the performance of the estimate using, e.g., GCV, for different values of $c$ and then picking the best $c$. While different search strategies for the best $c$ can be devised, a drawback is that it is necessary to solve (1) multiple times. For large problems this can be restrictive. In this contribution we turn the problem “upside down” and then appeal to AIC to come up with a good way to choose the design parameter (that corresponds to $c$ in (1)). We provide an asymptotic analysis of the proposed estimator. In [6] the finite sample properties of this type of estimator is studied. In [7], a related approach for selecting the regularization parameter for the LASSO is proposed, based on the interpretation of the LASSO as a Maximum a Posteriori estimator, and the use of the Minimum Description Length criterion.

We conclude this introduction by observing that $\ell_1$-regularization is closely related to compressive sensing [8].

The outline of the paper is as follows. In Section II the method is introduced together with the assumptions that

\footnote{A procedure similar to the LASSO is the nonnegative garrote [4]. However, as mentioned in [5], this latter method may perform poorly in overfit or highly correlated settings, while the LASSO and its variants can overcome these issues.}
will be used. Section III contains the main results which cover consistency, sparseness and efficiency. The method is illustrated on a numerical example in Section IV, where it is also compared with the LASSO. Conclusions are provided in Section V.

Due to reasons of space, the proofs have been removed. The interested reader is referred to the technical report [9] for the full details of the proofs.

Notation

\( X \odot Y \) denotes the Hadamard or element-wise multiplication between two matrices \( X \) and \( Y \) of the same dimensions. Furthermore, \( \|x\|^2_W := x^TWx \) for \( W = W^T > 0 \) and \( \|x\|^2_2 := x^Tx \). \( \text{Cond}(A) \) is the condition number of a matrix \( A \) in the 2-norm, i.e., \( \text{Cond}(A) := \|A\|\|A^{-1}\| \) where \( \|A\| \) denotes the maximum singular value of \( A \). Notice that \( \text{Cond}(A) = \text{Cond}(A^{-1}) \geq 1 \). The vector containing the signs of a vector \( x \) is denoted \( \text{Sgn}[x] \). The pseudo-inverse of a matrix \( X \) is denoted \( X^+ \).

\( X_N \overset{p}{\rightarrow} X \) denotes convergence in probability [10]. Furthermore, \( A_N = O_p(B_N) \) means that, given an \( \varepsilon > 0 \), there exists a constant \( M(\varepsilon) > 0 \) and an \( N_0(\varepsilon) \in \mathbb{N} \) such that for every \( N \geq N_0(\varepsilon) \), \( P(\|A_N\| \leq M(\varepsilon)|B_N|) \geq 1 - \varepsilon \). Similarly, \( A_N = o_p(B_N) \) means that \( A_N/B_N \overset{p}{\rightarrow} 0 \), and \( A_N \approx_p B_N \) means that, given an \( \varepsilon > 0 \), there are constants \( 0 < m(\varepsilon) < M(\varepsilon) < \infty \) and an \( N_0(\varepsilon) \in \mathbb{N} \) such that for every \( N \geq N_0(\varepsilon) \), \( P(m(\varepsilon) < |A_N/B_N| < M(\varepsilon)) \geq 1 - \varepsilon \).

In general, all asymptotic statements (of the form \( Y \overset{N}{\rightarrow} y \)) are with respect to the number of data samples \( N \) tending to infinity.

II. THE METHOD AND ITS MOTIVATION

A. Data and model

Assumption 2.1 (Data): The data is generated by the linear regression

\[ Y_N = \Phi_N \theta^o + E_N \]  

where \( \theta^o \in \mathbb{R}^n \), \( E_N \sim \mathcal{N}(0, \sigma^2 I_N) \) (where \( \sigma^2 > 0 \)), \( \Phi_N \in \mathbb{R}^{N \times n} \) and \( Y_N \in \mathbb{R}^N \). Furthermore, we assume without loss of generality that \( \theta^o = [\theta^o_1^T \ \theta^o_2^T]^T \), where \( \theta^o_1 \in \mathbb{R}^n \) (\( i = 1, 2 \)) and \( \theta^o_2 = 0 \). We emphasize that this is for notational convenience only; the results below hold regardless of the distribution of zeros in \( \theta^o \). The regressor matrix \( \Phi_N \) is deterministic and satisfies

\[ \lim_{N \to \infty} N^{-1} \Phi_N^T \Phi_N =: \Gamma > 0. \]  

The corresponding model is

\[ Y_N = \Phi_N \theta + E_N \]  

where \( \theta \in \mathbb{R}^n \) is unknown (which also means that \( \theta^2_2 = 0 \) is a priori unknown).

\[ \text{This assumption implies that } \Phi_N \text{ cannot contain autorregressive terms (i.e., past values of the output).} \]

B. The method

Denote the least-squares criterion by

\[ V_N(\theta) := \frac{1}{N} (Y_N - \Phi_N \theta)^T (Y_N - \Phi_N \theta). \]  

The method we propose for estimating a sparse \( \theta \) consists of three steps:

i) First compute the ordinary least-squares estimate, \( \hat{\theta}^{LS}_N \) say, for the model (5), i.e.

\[ \hat{\theta}^{LS}_N = (\Phi_N^T \Phi_N)^{-1} \Phi_N^T Y_N. \]

ii) Obtain a sparse estimate \( \hat{\theta}_N \) solving

\[ \min_{\theta} \|\theta\|_1 \]  

s.t. \( V_N(\theta) \leq V_N(\hat{\theta}^{LS}_N)(1 + \varepsilon_N) \) \hspace{1cm} (7)

where \( \varepsilon_N > 0 \). The choice of \( \varepsilon_N \) will be discussed later.

iii) Finally, re-estimate the non-zero elements of \( \hat{\theta}_N \) using ordinary least-squares. More precisely, eliminate the columns of \( \Phi_N \) in (5) that correspond to zeros in \( \hat{\theta}_N \) and then compute the least-squares estimate of a \( \theta \) of reduced dimension based on the model (5).

Thresholding is used to determine which parameters are zero.

When Steps i) and ii) are used, we call this method SPARSEVA (SPARSe Estimation based on Validation), the estimate is denoted \( \hat{\theta}_N \). When also Step iii) is used, we call the method SPARSEVA-RE, indicating that the non-zero parameters are re-estimated (using least-squares); the corresponding estimate is denoted \( \hat{\theta}^{RE}_N \).

For Step ii) we will also consider the following criterion:

\[ \min_{\theta} \|w_N \odot \theta\|_1 \]  

s.t. \( (1 + \varepsilon_N)V_N(\hat{\theta}^{LS}_N) \geq V_N(\theta) \) \hspace{1cm} (8)

where \( w_N \in \mathbb{R}^n_+ \) is given by \( w_N := 1/|\hat{\theta}^{LS}_N| \gamma \) (\( i = 1, \ldots, n \)), where \( \gamma > 0 \) is arbitrary. We denote the method obtained from Step i) and (8) by A-SPARSEVA (Adaptive SPARSEVA) and the corresponding estimate by \( \hat{\theta}^{A-RE}_N \); the method when all three steps is in this case denoted A-SPARSEVA-RE and the corresponding estimate by \( \hat{\theta}^{A-RE}_N \).

This adaptive version is inspired by the adaptive LASSO [11].

We notice that both (7) and (8) are convex for linear regression problems.

C. Discussion of the method

The idea behind SPARSEVA is based on Akaike’s Information Criterion AIC. Let \( V_N^{val}(\theta) \) denote the same least-squares cost function as \( V_N(\theta) \) but using a fresh validation data set (with the same \( \Phi_N \) but with a different realization of the noise \( E_N \)). Then, for linear regression problems, c.f. [12], it is easily shown that

\[ E_{val} \left[ E_{est} \left[ V_N^{val}(\hat{\theta}^{LS}_N) \right] \right] = \left( 1 + \frac{2m}{N} \right) E_{est} \left[ V_N(\hat{\theta}^{LS}_N) \right] \]  

where \( E_{est}[\cdot] \) (\( E_{val}[\cdot] \)) denotes expectation with respect to the noise in estimation (validation) data set.
The relation (9) suggests that a way to perform model selection without using a validation data set is to minimize
\[
\min_{\theta} \|\theta\|_1 \quad \text{s.t.} \quad V_N(\theta) \leq \varepsilon
\]
with respect to \( n \), the number of estimated parameters. This is Akaike’s AIC criterion for model selection.

In view of this, with the choice \( \varepsilon_N = 2n/N \), (7) can be seen as a way to estimate a sparse (due to the \( \ell_1 \)-norm) model such that its performance is similar to that of the least-squares estimate on validation data. Thus, unlike the LASSO, there is a natural choice of the “regularization” parameter \( \varepsilon_N \) for SPARSEVA. This is the motivation for introducing (7).

It should be noted that the criterion
\[
\min_{\theta} \|\theta\|_1 \quad \text{s.t.} \quad V_N(\theta) \leq \varepsilon
\]
has been used before for signal recovery in a compressive sensing context [13, 14], i.e. when the number of observations \( N \) is less than the number of estimated parameters \( n \).

Our contributions lie in the suggestion to use \( \varepsilon \) according to (7), in particular with \( \varepsilon_N \) chosen according to the AIC-rule \( \varepsilon_N = 2n/N \), an asymptotic (in \( N \)) analysis, and the adaptive version (8) inspired by [11].

**III. MAIN RESULTS**

In this section we present the main technical results.

**A. Consistency**

In regards to consistency we have the following result.

**Theorem 3.1 (Consistency of (A-)SPARSEVA):** Under Assumption 2.1, and \( \theta^o \neq 0 \), SPARSEVA and A-SPARSEVA are consistent in probability (i.e. \(^3\) \( \hat{\theta}_N^{(A)} \xrightarrow{p} \theta^o \)) if and only if \( \varepsilon_N \rightarrow 0 \). In particular, \( \|\hat{\theta}_N^{(A)} - \theta^o\|_2 = O_p(N^{-1/2} + \sqrt{\varepsilon_N}) \).

**Proof:** See [9].

**Corollary 3.1 (Exact order of consistency):** Subject to the assumptions of Theorem 3.1, if \( \varepsilon_N \rightarrow 0 \) but \( N\varepsilon_N \rightarrow \infty \), then \( \|\hat{\theta}_N^{(A)} - \theta^o\|_2 \approx_p \sqrt{\varepsilon_N} \).

**Proof:** See [9].

**B. Sparseness**

Since \( V_N(\theta) \) is quadratic, the constraint in (7) is an ellipsoid. The solution to (7) will be on the boundary of the smallest \( \ell_1 \)-ball that intersects this ellipsoid, see Figure 1.a. When the ellipsoid has the shape as in Figure 1.a, then, as can be seen, the solution will be sparse. However, with a more tilted ellipsoid as in Figure 1.b, the solution will not be sparse. The shape of the ellipsoid is determined by the regressor matrix \( \Phi_N \).

Various measures to ensure sparsity have been suggested, e.g. [15, 16]. The adaptive SPARSEVA (8) is inspired by [11]. We now establish the exact conditions on \( \varepsilon_N \) for the adaptive SPARSEVA to generate sparse estimates.

**Theorem 3.2 (Sparseness of the adaptive SPARSEVA):** Under Assumption 2.1, and in addition \( \varepsilon_N \rightarrow 0 \) and \( \theta^o \neq 0 \). Then, A-SPARSEVA (8) satisfies the sparseness property (i.e., \( \hat{\theta}_N = [(\hat{\theta}_N^{(A)})^T (\hat{\theta}_N^{(B)})^T]^T \), with \( \hat{\theta}_N^{(B)} \in \mathbb{R}^{n_i} \) (i = 1, 2), where \( P\{\hat{\theta}_N^{(A)} = 0\} \rightarrow 1 \) if \( N\varepsilon_N \rightarrow \infty \). If \( N\varepsilon_N \rightarrow \infty \)

\(^3\)The notation \( \hat{\theta}_N^{(A)} \) refers either to \( \theta_N \) or \( \theta_N^{(A)} \), depending on the context.
where $M$ is the information matrix when it is known which elements of $\theta^o$ are zero.

**Proof:** See [9].

**Remark 3.2:** We remark that it is clear from the proof of Theorem 3.3 that such result holds if we replace the use of $\hat{\Theta}_N^*$ as an estimator of the location of the non-zero components of $\theta^o$ by any other consistent estimator of such components. For example, Remark 3.1 implies that Theorem 3.3 holds for SPARSEVA-RE when the regressors are orthonormal.

### IV. NUMERICAL EXAMPLES

#### A. Example I

In this section we will illustrate SPARSEVA and compare it with other methods using Example 4.1 in [15]. In this example

$$\theta^o = \begin{bmatrix} 3 & 1.5 & 0 & 0 & 2 & 0 & 0 & 0 \end{bmatrix}^T.$$  

The noise is zero mean, unit variance white Gaussian noise. The regressors are mutually independent, with each regressor being a realization of the output of a first order filter with pole in 0.5 subject to a zero mean Gaussian white input. Each regressor is normalized to have variance 1.

SPARSEVA is compared to the following methods: LS-ORACLE is the least-squares estimate of the three non-zero parameters. This is the ideal estimator and from the Cramér-Rao lower bound no other unbiased estimator can perform better. LASSO-GCV is the LASSO where the regularization parameter $\lambda$ in (2) is chosen according to generalized cross-validation [5], i.e. the $\lambda$ that minimizes

$$V_N(\hat{\theta}_N)/(1 - p(\lambda)/N)^2$$

is chosen. Here $p(\lambda)$ is the number of effective parameters defined as

$$p(\lambda) = \text{Tr} \left\{ \Phi_N \left( \Phi_N^T \Phi_N + \lambda W^\dagger \right)^{-1} \Phi_N^T \right\}$$

$$W = \text{Diag}(\{\theta_{ni}\}).$$

Four variants of SPARSEVA are included: SPARSEVA-AIC/BIC where the constraint $\epsilon_N$ is chosen as AIC ($\epsilon_N = 2n/\bar{N}$) and BIC ($\epsilon_N = n \log N/\bar{N}$). A-SPARSEVA-AIC/BIC are the two corresponding adaptive versions. Notice that the BIC choice for $\epsilon_N$ satisfies the condition for sparseness (see Theorem 3.2).

Figure 2 shows the MSE (Mean-Squared Error) of the parameter estimate as a function of the sample size for 100 Monte-Carlo simulations. Re-estimation is used for the SPARSEVA-methods. The threshold for determining which parameters are zero and non-zero, respectively, was (somewhat arbitrarily) set to $10^{-5}$. Also re-estimation was tried for LASSO-GCV but was found to perform worse than no re-estimation and has therefore not been included. It can be seen that above $N = 70$, the adaptive SPARSEVA with BIC constraint achieves the Oracle property and performs as well as LS-ORACLE. Figure 3 shows the average number of correctly estimated non-zero parameters, and we see that this estimator has the best ability to determine where the zero elements are located. However, from Figure 2 it can be seen that for small sample sizes the performance of this estimator is worse than almost all other estimators. From Figure 4,

which shows the average number of correctly estimated non-zero parameters, it is clear that this is due to that this estimator has problems to identify which elements of $\theta^o$ are non-zero for small sample sizes.

#### B. Example II

In this section we will consider a more extreme case than in Section IV-A. We will consider the following dynamical finite impulse response model

$$y_t = \sum_{k=0}^{n-1} \theta_k u_{t-k} + e_t$$

where $n = 20$. The true system can be described by this model with $\theta_k = \delta_k$ (Kronecker’s delta function) and $\{e_t\}$ being Gaussian white noise with variance 1. The input
\( \{ u_t \} \) is given by

\[ u_t = 0.5u_{t-1} + w_t \]

where \( \{ w_t \} \) is zero mean white noise. The variance of \( w_t \) is such that the input has unit variance.

We are thus in the situation where all parameters are zero except the first one. Figure 5 shows the MSE (Mean-Squared Error) of the parameter estimate as a function of the sample size for 50 Monte-Carlo simulations. The included methods are: least-squares oracle, Lasso with GCV, SPARSEVA-RE-AIC and A-SPARSEVA-RE-AIC. For the small sample sizes used the BIC versions of SPARSEVA perform very poorly in this example. The non-zero element is not detected in any of the realizations.

The threshold for determining which parameters are zero and non-zero, respectively, was (somewhat arbitrarily) set to \( 10^{-5} \) as in the previous example.

Figure 6 shows the average number of correctly estimated zero parameters. Figure 7 shows the average number of correctly estimated non-zero parameters.

V. CONCLUSIONS

In the numerical examples the adaptive version of the method performs most favourably. On these examples, the “AIC” choice \( \varepsilon_N = (1 + 2n/N)V_N(\hat{\theta}^{LS}_N) \) seems to give a good balance between sparsity and model fit. Thus, this method has the potential to provide a good estimate in one shot. This is an attractive property for large scale problems where the possibility to optimize the design parameter may be restricted.

When the focus is on sparseness, the “BIC” choice \( \varepsilon_N = (1 + 2\log(N)/N)V_N(\hat{\theta}^{LS}_N) \) ensures this property.
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