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Abstract—This paper deals with an adaptive output feedback control design problem for non-uniformly sampled multirate systems with a fast uniform input updating rate and slow non-uniform output sampling rates. A design scheme of a fast-rate adaptive output feedback control at the fast sampling period of the input updating rate will be proposed for non-uniformly sampled systems using an adaptive output estimator. The proposed adaptive output feedback control is designed by using only measured outputs of slow rate samplings and fast rate updating input. We also analyze the stability of the obtained fast rate output feedback control system briefly based on ASPR properties of the controlled system.

I. INTRODUCTION

Because of hardware limitations on sensing and actuating in several chemical and mechanical systems, multirate systems are well recognized in industries as a system with different output sampling periods and input updating rate. In particular, there are many systems in which faster output sampling periods cannot be taken, even though the input actuating period can be taken at relatively high speeds [1], [2]. Generally, in such systems, feedback controllers are designed according to a single rate based on the measured output at slow sampling rate. In these cases, the control performance within the slow sampling period has not always been ensured. However, if the input can be updated at a faster rate, one can expect an improvement in the control performance. With this in mind, multirate control approaches with a lifting technique in which the control input can be updated at fast rate have widely researched [3]. By using the lifting technique, one can design a controller with the fast-rate updating rate, however, since the lifted system is represented as a multi-variable system with different input and output numbers, the designed controller was complex. Furthermore, the ripple phenomenon sometimes deteriorates the control performance in the multirate control systems.

On the other hand, several kinds of output estimators for multi-rate systems and fast rate model identification methods have been proposed [4], [5], [6], [7]. If the input can be updated at a faster rate by utilizing the estimated output, one can expect an improvement in the control performance within the slow sampling periods. Unfortunately, however, the majority of them were based on a full order model of the considered system. Since it might be difficult to determine the exact order of the considered systems in practice and for higher order systems, the designed estimator might become complex. With this in mind, recently a novel adaptive output estimator that realizes output estimate at fast rates has been proposed [8] for uniformly sampled dual-rate systems and this method has also been extended for uncertain non-uniformly sampled systems so as to realize a fast-rate output feedback control in which the output signals are non-uniformly sampled with a slow sampling period [9].

In this paper, we propose a design scheme of a fast-rate adaptive output feedback control for uncertain non-uniformly sampled multirate systems with a fast uniform input updating rate and slow non-uniform output sampling rates. Since one can meet several types of non-uniformly sampled systems, the controller design for non-uniformly sampled systems have been attracted a much attention [10], [11]. The results in [10] and [11] were obtained for a sampled data system with non-uniform sampling period but with uniform frame period. Unlike the previous methods, the proposed method can deal with more general non-uniform sampled systems without uniform frame periods. In the proposed method, we adopt the adaptive output estimator proposed in [9] and, using estimated output at fast sampling period, for uncertain non-uniformly sampled systems we realize a fast-rate adaptive output feedback control based on the almost strictly positive real (ASPR) property [12], [13], [14]. The stability of the designed fast-rate adaptive output feedback control system with the adaptively estimated fast-rate outputs will be briefly analyzed based on ASPR-ness of the controlled system.

II. PROBLEM STATEMENT

A. Non-uniformly Sampled System Representation

Consider a non-uniformly sampled system with the input updated at a time instant $kT$ uniformly and the output sampled at a time instant $\tilde{n}_kT$ non-uniformly. Where, denoting the $k$-th output sampling interval by $n_kT$ ($n_k \geq 1$), $\tilde{n}_k$ is defined by

$$\tilde{n}_k = \sum_{i=0}^{k-1} n_i, \quad \tilde{n}_0 = 0$$

That is, consider a system for which the input is updated with a fast uniform updating period $T$ and the output is slowly sampled with non-uniform sampling interval $n_kT$.

Denoting $y(k) = y(kT), x(k) = x(kT)$, represent the virtual fast-rate system with sampling period of $T$ of the considered non-uniformly sampled system as

\begin{align}
x(k+1) &= Ax(k) + bu(k) \\
y(k) &= c^T x(k)
\end{align}

(1)
where $\hat{\alpha}(k)$ is the state vector of the system with the internal model filter and $e(k) = y(k) - y_m(k)$ is the output tracking error.

The objective is then to design a fast-rate adaptive output feedback controller which stabilizes the virtual fast-rate error system (5).

### III. Adaptive Output Estimator Design

Firstly, an adaptive output estimator which estimates unmeasured outputs $y_k(i), i = 1, \cdots, n_k - 1$ will be considered.

From Assumption 1, there exists an appropriate nonsingular transformation $[y(k), \eta(k) \! T] = \Phi x(k)$ such that the virtual fast rate system (1) can be transformed into the following canonical form [15]:

$$
y(k + 1) = a^*_y y(k) + b^*_y u(k) + c^T \eta(k)
$$

$$
\eta(k + 1) = A_\eta \eta(k) + b_\eta y(k)
$$

The zero dynamics of the system (6) is stable from Assumption 2, i.e. $A_\eta$ is a stable matrix.

Using the expression defined in (2), the system’s output in (6) can be represented by

$$
y(k) = a^*_y y_{k-1}(n_k-1) + b^*_y u_{k-1}(n_k-1)
$$

$$
+ c^T \eta_{k-1}(n_k-1)
$$

$$
y(k-1) = a^*_y y_{k-1}(i-1) + b^*_y u_{k-1}(i-1) + c^T \eta_{k-1}(i-1)
$$

Furthermore, from (7) and (8), the sampled output $y_k(0)$ can be expressed by using measured outputs and inputs as

$$
y_k(0) = b^*_y u_{k-1}(n_k-1) + b^*_y \sum_{i=2}^{n_k-1} a^*_y u_{k-1}(n_k-1-i)$$

$$
+ a^*_y y_{k-1}(i-1) + c^T \eta_{k-1}(i)\eta_{k-1}(1)
$$

with

$$
a^*_y = a^*_y(j-1) a^*_y + c^T \eta_{j-1} \eta_{j-1}, a_{y0} = 1$$

$$
c^T \eta_j = a^*_y(j-1) c^T \eta + c^T \eta_{j-1} A_\eta, c^T \eta_{j0} = 0^T$$

(j = 1, \cdots, n_k-1)

It follows that $a^*_y = a^*_y$

Taking the expression in (8) and (9) in to account, the output estimator is designed as follows [9]:

$$
\hat{y}_k(0) = \hat{b}_y u_{k-1}(n_k-1)$$

$$
+ \hat{b}_y u_{k-1}(n_k-1-i) + \hat{a}_y u_{k-1}(n_k-1-i)$$

$$
\hat{y}_k(i) = \hat{a}_y i \hat{y}_k(0) + \hat{b}_y k u_{k}(0)
$$

$$
\hat{y}_k(i) = \hat{a}_y i \hat{y}_k(i-1) + \hat{b}_y u_{k}(i-1), (i = 2, \cdots, n_k-1)
$$

where $\hat{a}_y$ and $\hat{b}_y$ are estimated values of $a^*_y$ and $b^*_y$ respectively.
\( \hat{b}_{yk} \) and \( \hat{a}_{ik} \) are estimated by the following parameter adjusting law with a period of \( nkT \).

\[
\hat{b}_{yk} = \hat{\sigma} \hat{b}_{yk-1} - \hat{\sigma} b_{yk-1} u_{k-1}(n_{k-1} - 1) \epsilon_k(0) + p_{bk}
\]
\[
\hat{a}_{ik} = \hat{\sigma} \hat{a}_{ik-1} - \hat{\sigma} a_{ik-1} u_{k-1}(n_{k-1} - 1) \epsilon_k(0) + p_{ak}
\]
\( i = 1, \ldots, n_{k-1} - 1 \) (11)  
\[
\hat{a}_{nk-1,k} = \hat{\sigma} \hat{a}_{nk-1,k-1} - \hat{\sigma} \gamma_{ak-1,k} y_{k-1}(0) \epsilon_k(0) + p_{an_{k-1},k}
\]
\[
\hat{a}_{jk} = \hat{a}_{j,k-1}, \ (j = n_{k-1} + 1, \ldots, n_{\text{max}})
\]
\[
\gamma_{ai}, \gamma_{b} > 0; \ \hat{\sigma} = \frac{1}{1 + \sigma}, \ 0 < \sigma
\] (12)

where \( p_{bk}, p_{ak} \) are parameter projections which are given by

\[
p_{bk} = \begin{cases} 0 \ (\hat{b}_y \leq \hat{b}_{yk} \leq \hat{b}_y) \\ \sigma \gamma_k u_{k-1}(n_{k-1} - 1) \epsilon_k(0) \text{ otherwise} \end{cases}
\]
\[
p_{ak} = \begin{cases} 0 \ (i \neq 1 \lor \hat{a}_y \leq \hat{a}_{ik} \leq \hat{a}_y) \\ \sigma \gamma_{ai} \hat{b}_{yk-1} u_{k-1}(n_{k-1} - 2) \epsilon_k(0) \text{ otherwise} \end{cases}
\]
\[
p_{an_{k-1},k} = \begin{cases} 0 \ (n_{k-1} \neq 1 \lor \hat{a}_y \leq \hat{a}_{ik} \leq \hat{a}_y) \\ \sigma \gamma_{ai} u_{k-1}(0) \epsilon_k(0) \text{ otherwise} \end{cases}
\] (13)  
\[
\gamma_{ai} \gamma_{b} > 0; \ \hat{\sigma} = \frac{1}{1 + \sigma}, \ 0 < \sigma
\]

where \( \epsilon_k(0) = \hat{y}_k(0) - y(k) \) is an estimate error which can be generated using the available signals as follows:

\[
\epsilon_k(0) = \begin{cases} \hat{\sigma} \gamma_k u_{k-1}(n_{k-1} - 1) \\ + \hat{b}_{yk-1} \sum_{i=2}^{n_{k-1}} \hat{\sigma} \hat{a}_{ik-1} u_{k-1}(n_{k-1} - i) \\ + \hat{\sigma} \hat{a}_{nk-1,k-1} y_{k-1}(0) - y_k(0) \end{cases}
\]

\[
\left\{ 1 + \hat{\sigma} \gamma_{b} u_{k-1}(n_{k-1} - 1) \\ + \hat{b}_{yk-1} \sum_{i=2}^{n_{k-1}} \gamma_{ai} \hat{b}_{yk-1} u_{k-1}(n_{k-1} - i) \\ + \hat{\sigma} \gamma_{an_{k-1},k} y_{k-1}(0) \right\}
\] (14)

We have the following lemma concerning the boundedness of all signals in the obtained adaptive estimator [9].

**Lemma 1:** Consider the following positive definite function:

\[
V_{ak} = \sum_{i=1}^{3} V_{ik}
\]
\[
V_{1k} = \rho_1 \epsilon_{k}^2(0), \ V_{2k} = \rho_2 \eta_k^T(0), \ V_{3k} = \rho_3 \sum_{i=1}^{4} V_{3ik}
\]
\[
V_{31k} = \hat{\sigma} \gamma_{b} \Delta_{yk} h_{k}, \ V_{32k} = \hat{\sigma} \sum_{i=1}^{n_{k-1}} \gamma_{ai} \Delta_{a_{ik}}
\]
\[
V_{33k} = \hat{\sigma} \gamma_{an_{k-1},k} \Delta_{a_{n_{k-1},k}}, \ V_{34k} = \hat{\sigma} \sum_{i=n_{k-1}+1}^{n_{\text{max}}} \Delta_{a_{ik}}
\]
\[
\rho_i > 0, (i = 1, 2), \ P_{\eta} = P_{\eta}^T > 0
\] (15)

where \( \Delta a_{ik} = \hat{a}_{ik} - a_{yi} \) and \( \Delta b_{yk} = \hat{b}_{yk} - b_{y} \). Then the difference \( \Delta V_{ak} = V_{ak} - V_{ak-1} \) can be evaluated by

\[
\Delta V_{ak} \leq -\alpha_\epsilon \epsilon_k^2 - \rho_1 |\epsilon_{k-1}|^2
\]
\[
-\alpha_\eta \eta_k^2 - (\rho_2 \alpha_{21} - \frac{\delta_2}{2}) \sum_{i=1}^{n_{k-1}} \| \eta_{k-1}(i) \|^2
\]
\[
+ \alpha_y |y_k(0)|^2 + \rho_2 \left( \alpha_{23} + \rho_2 \frac{\alpha_{22}^2}{\delta_2} \right) \sum_{i=1}^{n_{k-1}} |y_{k-1}(i)|^2
\]
\[
- \hat{\sigma} \gamma_{b} \beta_{yk}^2 - \hat{\sigma} \gamma_{an_{k-1},k} a_{n_{k-1},k}^2
\]
\[
- \sum_{i=1}^{n_{k-1}} \left( 1 - \delta_{ai} \right) \gamma_{ai} \gamma_{b} \Delta_{yk}^2 u_{k-1}(n_{k-1} - i - 1) e_k^2
\]
\[
- \alpha_{ab} \left( \gamma_{b} \Delta_{yk}^2 + \sum_{i=1}^{n_{k-1}} \gamma_{ai} \Delta_{a_{ik}}^2 \right)
\]
\[
+ \sum_{i=1}^{n_{k-1}} \sigma \left( \frac{1}{\eta_{ai}} - \sigma^2 \right) \gamma_{ai} y_{ki}^2
\]
\[
+ \frac{1}{\delta_3} \left( \hat{\beta}_y^2 \gamma_{b} + \sum_{i=1}^{n_{k-1}} \gamma_{y_{ki}}^2 \right) + \hat{\beta}_y^2 \gamma_{b} \sum_{i=0}^{n_{k-1}} \frac{1}{\delta_{ai}} |u_{k-1}(i)|^2
\]
\[
+ \frac{\hat{\beta}_y}{\delta_{uyr}} |u_{k-1}(n_{k-1} - 1)|^2 + \frac{\hat{\beta}_y}{\delta_{uyr}} |u_{k-1}(n_{k-1} - 2)|^2
\] (17)

for any positive constants \( \delta_2, \delta_3, \delta_5, \delta_{uyr}, \delta_{ai}, \) and \( \delta_{ai}, \) where

\[
\alpha_\epsilon = 2 - \rho_1 - \delta_2 - \sum_{i=1}^{n_{k-1}} \delta_{ai} - 3 \delta_{uyr}
\]
\[
\alpha_\eta = \rho_2 \alpha_{21} - \delta_2 - \frac{1}{\delta_2} \| \eta_{mk}(1) \|^2
\]
\[
\alpha_{ab} = \left( \sigma^2 - \sigma - \delta_3 \right)
\]
\[
\alpha_y = \rho_2 \left( \alpha_{23} + \rho_2 \frac{\alpha_{22}^2}{\delta_2} \right) + \frac{\hat{\beta}_y}{\delta_{uyr}}
\]
and

\[
\alpha_{21} = \lambda_{\text{min}}[Q_{\eta}], \ \alpha_{22} = \| P_{\eta} \| P_{\eta} \| B_{\eta} \|
\]
\[
\alpha_{23} = \| P_{\eta} \| B_{\eta} \|^2, \ \delta_2 > 0
\]

Thus, considering sufficient small \( \rho_1 \) and sufficient large \( \rho_2 \), we can confirm that there exist a small positive constants \( \delta_2, \delta_3, \delta_5, \delta_{uyr}, \delta_{ai}, \delta_{ai} \) such that \( \alpha_\epsilon > 0, \alpha_\eta > 0, \alpha_{ab} > 0, 1 - \delta_{ai} > 0 \) and \( \rho_2 \alpha_{21} - \delta_2 > 0 \), and then all the signals in the adaptive output estimator are uniformly bounded with bounded inputs and outputs.

**IV. FAST-RATE ADAPTIVE OUTPUT FEEDBACK CONTROL SYSTEM**

**A. Adaptive Controller Design**

Let’s impose the following assumption:

**Assumption 4:** There exists, for the virtual fast-rate error system (5) with the internal model filter, a known stable parallel feedforward compensator (PFC):

\[
x_f(k + 1) = A_f x_f(k) + b_f \hat{u}(k)
\]
\[
y_f(k) = c_f^T x_f(k) + d_f \hat{u}(k)
\] (18)
Such that the resulting augmented system

\[ \mathbf{x}_a(k+1) = A_a \mathbf{x}_a(k) + b_a \bar{u}(k) \]
\[ e_a(k) = c_a^T \mathbf{x}_a(k) + d_f \bar{u}(k) \] (19)

is ASPR.

The augmented system with a PFC can be expressed as follows using the form given in (4).

\[ \mathbf{x}_{ak(i+1)} = A_a \mathbf{x}_{ak(i)} + b_a \bar{u}_{k(i)} \]
\[ e_{ak(i)} = c_{ak(i)}^T \mathbf{x}_{ak(i)} + d_f \bar{u}_{k(i)} \]
(20)

For this ASPR system, if we can design the controller by an output feedback with ideal feedback gain \( k^* \) as

\[ \bar{u}_{k(i)} = -k^* e_{ak(i)} \] (21)

the resulting control system should be SPR.

The input given in (21) cannot be realized due to unmeasurable output error signals \( e_{ak(i)} \) and causality problem from the feedthrough input term. Therefore, in practice, the controller is designed using available signals as follows:

\[ \bar{u}_{k(i)} = -\hat{k}^* \hat{e}_{ak(i)} \]
(22)

\[ \hat{e}_{ak(i)} = \hat{e}_{k(i)} + c_f^T \mathbf{x}_{fk(i)} \]

where

\[ \hat{e}_{ak(i)} = \hat{y}_{k(i)} + y_{fk(i)} - y_{mk(i)} \]
\[ \hat{y}_{k(i)} = \left\{ \begin{array}{l}
y_{k(i)} \\
y_{\hat{k}(i)} \quad (i = 1, 2, \ldots, n_k - 1)
\end{array} \right. \]

If the ideal gain \( k^* \) is known, using the controller given in (22), one can obtain a stable control system [9]. Unfortunately, it might be hard to obtain an optimal and/or ideal feedback gain for uncertain systems. Here, we consider adaptively adjusting the feedback gain in (22).

The fast-rate adaptive output feedback controller is designed as follows:

\[ \bar{u}_{k(i)} = -\hat{\theta}_{pk(i)} \hat{e}_{ak(i)} \] (23)
\[ \hat{\theta}_{pk(i)} = \sigma_p \hat{\theta}_{pk(i-1)} + \sigma_p \gamma \hat{e}_{ak(i)} + \rho_k(i) \] (24)

where \( p_k(i) \) is a parameter projection given by

\[ p_k(i) = \left\{ \begin{array}{ll}
0 & \text{if } \hat{\theta}_{p\text{min}} \leq \hat{\theta}_{pk(i)} < \frac{1}{\sigma_f} \\
-\sigma_p \gamma \hat{e}_{ak(i)} & \text{otherwise}
\end{array} \right. \]

with \( \hat{\theta}_{p0(0)} = \hat{\theta}_{p\text{min}} \) and \( \hat{e}_{ak(i)} \) is obtained via available signals as follows:

\[ \hat{e}_{ak(i)} = \left\{ \begin{array}{l}
1 - d_f \sigma_p \hat{\theta}_{pk(i-1)} \\
1 + d_f \sigma_p \gamma \hat{e}_{ak(i)}
\end{array} \right. \] (25)

The designed control system is illustrated in Fig. 3, where \( S \) is a sampler at sampling periods of \( n_k T \).
where,
\[ \Delta V_{4ik} = \rho_4 x_{ak-1(i+1)}^T P x_{ak-1(i+1)} - \rho_4 x_{ak-1(i)}^T P x_{ak-1(i)} \]

From KYP-Lemma, \( \Delta V_{4ik} \) can be evaluated as
\[ \Delta V_{4ik} \leq -\rho_4 \lambda_{\text{min}}(Q) \| x_{ak-1(i)} \|^2 - 2\rho_4 \dot{e}_{ak-1(i)} \Delta \dot{\theta}_{pk-1(i)} \dot{e}_{ak-1(i)} + 2\rho_4 \left\{ \epsilon_{k-1(i)} \Delta \dot{\theta}_{pk-1(i)} \dot{e}_{ak-1(i)} - e_{ak-1(i)} \tilde{k} \epsilon_{k-1(i)} \right\} \]

\[ (34) \]

Since we have from (20),(33) that
\[ \| \epsilon_{k-1(i)} \| \leq \frac{\alpha_x \| x_{ak-1(0)} \| + \alpha_r \tilde{r}}{1 + 2d_f \theta_{pm}} \]  \[ (35) \]
\[ \| \dot{u}_{k-1(i)} \| \leq \alpha_{ux} \| x_{ak-1(0)} \| + \alpha_{uri} \tilde{r} \]  \[ (36) \]
\[ \| e_{ak-1(i)} \| \leq \frac{\tilde{r} \| x_{ak-1(0)} \| + \tilde{r} \tilde{r}}{1 + d_f \theta_{pm}} \]  \[ (37) \]
\[ \| \dot{e}_{ak-1(i)} \| \leq \tilde{r} \| x_{ak-1(0)} \| + \tilde{r} \tilde{r} \]  \[ (38) \]

with appropriate positive constants \( \alpha_x, \alpha_r, \alpha_{ux}, \alpha_{uri}, \tilde{r}, \tilde{r}, \tilde{r}, \tilde{r}, \tilde{r} \) which are bounded for any magnitude of \( k^* \), it follows from (35), (37) that
\[ \| \epsilon_{k-1(i)} \| \leq \frac{\alpha_x \| x_{ak-1(0)} \| + \alpha_r \tilde{r}}{1 + d_f \theta_{pm}} \]  \[ (39) \]
for \( \delta_{b1i} > 0 \), where \( \alpha_{b1i}, \alpha_{b2i}, \alpha_{b3i} \) are also bounded constants for any \( k^* \).

Consequently, \( \Delta V_{4k} \) can be evaluated by
\[ \Delta V_{4k} \leq -\rho_4 \lambda_{\text{min}}(Q) \sum_{i=0}^{n_{k-1}-1} \| x_{ak-1(i)} \|^2 + 2\rho_4 \sum_{i=1}^{n_{k-1}-1} \left\{ (\delta_{b1i} + \alpha_{b1i}) \| x_{ak-1(0)} \|^2 + \left( \frac{\alpha_{b2i}^2}{4\delta_{b1i}} + \alpha_{b3i} \right) \right\} \tilde{r}^2 - 2\rho_4 \sum_{i=0}^{n_{k-1}-1} \dot{e}_{ak-1(i)} \Delta \dot{\theta}_{pk-1(i)} \dot{e}_{ak-1(i)} \]  \[ (30) \]

Next, the difference \( \Delta V_{5k} = V_{5k} - V_{5k-1} \) can be represented as
\[ \Delta V_{5k} = \sum_{i=0}^{n_{k-1}-1} \Delta V_{5ik} \]  \[ (41) \]

\[ \Delta V_{5k} = \Delta \dot{\theta}_{pk-1(i)}^2 - \Delta \dot{\theta}_{pk-1(i-1)}^2 \]

and then it can be evaluated from (24) that
\[ \Delta V_{5ik} \leq -\left\{ (1 + \sigma_p)^2 - 1 - \delta_0 \right\} \Delta \dot{\theta}_{pk-1(i)}^2 + \frac{\sigma_p^2 (1 + \sigma_p)^2}{\delta_0} \tilde{k}^2 + 2 \left\{ (1 + \sigma_p) \gamma \dot{e}_{ak-1(i)} \Delta \dot{\theta}_{pk-1(i)} \dot{e}_{ak-1(i)} \right\} \]

\[ (42) \]

Finally, using the fact from (4),(36) that
\[ |y_{k-1(i)}| \leq \| \dot{e} \| \| x_{ak-1(i)} \|^2 + 2 \| \dot{e} \| \| x_{ak-1(i)} \|^2 + \tilde{r}^2 \]
\[ |y_{k-1(i)}| \leq \frac{\alpha_2}{\sigma_{ux}} \| x_{ak-1(0)} \|^2 + 2 \alpha_2 \sigma_{ux} \| x_{ak-1(0)} \|^2 \]

and using the result in Lemma 1, \( \Delta V_k = \Delta V_{ak} + \Delta V_{bk} \) can be evaluated by
\[ \Delta V_k \leq -\alpha_x |e_{k(0)}|^2 - p_1 |e_{k-1(0)}|^2 - \sigma_{uy} \| e_{k(0)} \|^2 - (\rho_2 \sigma_{21} - \delta_2) \sum_{i=1}^{n_{k-1}-1} \| \eta_{k-1(0)} \|^2 \]

\[ \alpha_{p} = \frac{\rho_3 \left\{ (1 + \sigma_p)^2 - 1 - \delta_0 \right\}}{(1 + \sigma_p) \gamma} \]
\[ \alpha_{r} = \alpha_{uy} + \rho_2 \left( \alpha_{23} + \frac{\rho_2 \alpha_{22}}{\sigma_{22}} \right) (n_{k-1} - 1) \alpha_{22} \gamma \]

\[ x_{a0} = \rho_4 \lambda_{\text{min}}(Q) - \alpha_{uy} \| e \| ^2 - 2 \rho_4 \sum_{i=1}^{n_{k-1}-1} (\delta_{b1i} + \alpha_{b1i}) \]

\[ \alpha_{x0} = \rho_4 \lambda_{\text{min}}(Q) - \alpha_{uy} \| e \| ^2 - 2 \rho_4 \sum_{i=1}^{n_{k-1}-1} (\delta_{b1i} + \alpha_{b1i}) \]

\[ R = \alpha_r \tilde{r}^2 + \sum_{i=1}^{n_{k-1}-1} \left\{ \frac{1}{\delta_{ai}} \gamma_{ai}^2 - \frac{ \tilde{r} \| \dot{e} \| \| x_{ak-1(i)} \|^2}{\tilde{r}} \right\} + \sum_{i=1}^{n_{k-1}-1} \frac{ \tilde{r} \| \dot{e} \| \| x_{ak-1(i)} \|^2}{\tilde{r}} + \frac{\tilde{r} \| \dot{e} \| \| x_{ak-1(i)} \|^2}{\tilde{r}} \]

\[ \delta_0 > 0 , \ \delta_1 > 0 \]

Considering a \( \rho_4 \) such that \( \rho_4 \gg \rho_2 > 0 \), one can confirm that there exists a sufficient large \( k^* \) for sufficient small \( \delta_{b1i}, \delta_1 \) such that \( \alpha_{x0}, \alpha_{xai} > 0 \). Thus, \( \Delta V_k \) can be evaluated for
a sufficient large $k^*$ by

$$\Delta V_k \leq -\alpha V_k + R \quad (44)$$

$$\alpha = \min \left[ \frac{\alpha_z}{\rho_1}, \frac{\alpha_\eta}{\rho_2\lambda_{\max}[P_{\eta}]}, \frac{\sigma^{-1} - \bar{\sigma} - \delta_3}{\rho_4\lambda_{\max}[P], \alpha_{\tilde{P}}_{\max}}, \frac{\max\{\gamma_{\bar{h}}^{-1}, \gamma_{\bar{a}_i}^{-1}\}}{\bar{\sigma} - 1 - \bar{\sigma} - \delta_3} \right]$$

Then we can conclude that all the signals in the control system are uniformly bounded.

**Theorem 1:** Under Assumptions 1 to 4, designing a control system with the adaptive output estimator (10) and the adaptive output feedback (23) with the PFC (18), all the signals in the resulting control system are uniformly bounded.

V. **VALIDATION THROUGH NUMERICAL SIMULATION**

The effectiveness of the proposed method is confirmed through numerical simulations. In this simulation, we assume that the output $y(t)$ is sampled randomly at a maximum period of $10T = 100$ [sec] but the input signal $u(t)$ can be updated through a zero-order hold at a fast period $T = 10$ [sec].

In the simulation, as an unknown controlled system, we consider the following system which is expressed by a fast-rate model as in (1):

$$x(k + 1) = Ax(k) + bu(k)$$
$$y(k) = c^T x(k)$$

(45)

Where

$$A = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
3.28 \times 10^{-5} & 7.74 \times 10^{3} & 0.416 & -1.83 & 2.41
\end{bmatrix}$$

$$b = \begin{bmatrix}
0 & 0 & 0 & 1
\end{bmatrix}^T$$

$$c = \begin{bmatrix}
-6.95 \times 10^{-7} & -1.88 \times 10^{-4} & -0.014 & 0.025 & 0.032
\end{bmatrix}^T$$

The transfer function representation of the system can be given by

$$G_p(z) = \frac{0.0323z^4 + 0.0249z^3 - 0.0137z^2}{z^5 - 2.41z^4 + 1.83z^3 - 0.416z^2}$$

$$-1.87 \times 10^{-4}z + 6.95 \times 10^{-7}$$

$$+7.37 \times 10^{-3}z - 3.28 \times 10^{-5}$$

(46)

This system is non-minimum-phase and it is supposed that this system is unknown but the approximated fast rate model $G_p^*(z)$ is known. In this simulation, we set $G_p^*(z)$ as follows:

$$G_p^*(z) = \frac{0.0258z^4 + 0.020z^3 - 0.011z^2}{z^5 - 2.41z^4 + 1.83z^3 - 0.416z^2}$$

$$-1.503 \times 10^{-4}z + 5.558 \times 10^{-7}$$

$$+7.37 \times 10^{-3}z - 3.28 \times 10^{-5}$$

(47)

Using this approximated model, a PFC which renders the augmented fast rate system ASPR was designed as follows according to the model based PFC design scheme [14].

$$G_{PFC1}(z) = G_{ASPR}(z) - G_p^*(z)$$

(48)

![Simulation results; the proposed control method and slow-rate controls](image)

**Fig. 4.** Simulation results. The output reaches the given set points quickly and a good control performance is shown compared with slow-rate control.

VI. **CONCLUSION**

In this paper, we proposed a design scheme of an adaptive output feedback control for uncertain non-uniformly sampled systems in which the output signals are non-uniformly sampled with a slow sampling period. An adaptive fast-rate output estimator was applied to design fast-rate adaptive output feedback for a system which satisfies the almost strictly positive real (ASPR) property.
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