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Abstract—This paper studies distributed coordination algorithms for multiple fractional-order systems over a directed communication graph. A general fractional-order consensus model is introduced by summarizing three different cases: (i) fractional-order agent dynamics with integer-order consensus algorithms, (ii) fractional-order agent dynamics with fractional-order consensus algorithms, and (iii) integer-order agent dynamics with fractional-order consensus algorithms. We show sufficient conditions on the communication graph and the fractional order such that consensus can be achieved using the general model. The consensus equilibrium is also given explicitly. In addition, we characterize the relationship between the number of agents and the fractional order to ensure consensus. Furthermore, we compare the convergence speed of consensus for fractional-order systems with that for integer-order systems. It is shown that the convergence speed of the fractional-order consensus algorithms can be improved by varying the fractional orders with time. Finally, simulation results are presented as a proof of concept.

I. INTRODUCTION

Consensus has an old history [1], [2], [3]. In the literature, consensus means agreement of a group faced with decision-making situations. As for a group behavior, sharing information with each other, or consulting more than one expert as stated in [1] makes the decision makers more confident.

Inspired by the ideas in the literature, similar strategies have been applied in multi-agent systems recently. For systems with single-integrator dynamics, consensus algorithms have been studied extensively (see [4] and references therein). Because many existing vehicles are modeled by double-integrator dynamics, consensus algorithms for double-integrator dynamics are studied in [5], [6], [7], [8], [9], to name a few.

In reality, consensus phenomena exist widely in biology, economics, social science, etc. However, the study of consensus is restricted to systems with integer-order dynamics at present. In fact, there are many phenomena that cannot or are hard to be interpreted by integer-order dynamics, for example, the consensus motion of agents in viscoelastic materials such as macromolecule fluid, porous media, and complicated environments. In these situations, the stress-strain relationships always show dynamics with some non-integer (fractional) order as shown in [10], [11]. Fractional-order dynamics can describe many complex phenomena that are beyond the ability of classical integer-order calculus. In particular, there are many other phenomena that can be naturally interpreted by consensus for systems with fractional-order dynamics, for example, chemotaxi behavior and food seeking of microbe, especially the motion of bacteria in lubrications which are perspired by themselves [13], [14].

The contribution of this paper is as follows: First, consensus for integer-order dynamics is extended to fractional-order dynamics. Existing consensus algorithms for integer-order dynamics can be considered a special case of fractional-order consensus algorithms. Second, we study the conditions on the communication graph and the fractional order such that consensus can be achieved for fractional-order systems. We also characterize the relationship between the number of agents and the fractional order to ensure consensus. Third, an alternative to improve the convergence speed is presented by applying a varying-order consensus strategy.

II. PRELIMINARY

A. Graph Theory

For a system with $n$ agents, the communication graph for all agents can be modeled by a directed graph $G = (\mathcal{V}, \mathcal{W})$, where $\mathcal{V} = \{v_1, v_2, \cdots, v_n\}$ and $\mathcal{W} \subseteq \mathcal{V}^2$ represent, respectively, the agent set and the edge set of the graph. Each edge can be denoted as $(v_i, v_j)$ which means agent $j$ can access the state information of agent $i$. Accordingly, agent $i$ is a neighbor of agent $j$. All neighbors of agent $i$ is denoted by $N_i$. A directed path is a sequence of edges in a directed graph with the form $(v_1, v_2), (v_2, v_3), \cdots$, where $v_i \in \mathcal{V}$. A directed graph has a directed spanning tree if there exists at least one agent that has a directed path to all other agents.

The communication graph can be represented by two types of matrices: the adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{n \times n}$ with $a_{ij} > 0$ if $(v_j, v_i) \in \mathcal{W}$ and $a_{ij} = 0$ otherwise, and the (nonsymmetric) Laplacian matrix $L = [\ell_{ij}] \in \mathbb{R}^{n \times n}$ with $\ell_{ii} = \sum_{j \in N_i} a_{ij}$ and $\ell_{ij} = -a_{ij}, i \neq j$. It is straightforward to verify that $L$ has at least one zero eigenvalue with a corresponding eigenvector $1$, where $1$ is an all-one column vector with a compatible size.

Lemma 2.1: [15] For a fixed communication graph, $L$ has a simple zero eigenvalue with an associated eigenvector $1$ and all other eigenvalues have positive real parts if and only if the communication graph has a directed spanning tree.
B. Consensus Algorithm for Integer-order Systems
For an n-agent system with single-integrator dynamics
\[ \dot{x}_i(t) = u_i(t), \quad i = 1, 2, \ldots, n \]
where \( x_i(t) \in \mathbb{R} \) is the state of the \( i \)-th agent and \( u_i(t) \in \mathbb{R} \) represents the corresponding control input, a fundamental consensus algorithm is given by [16], [17], [15]
\[ u_i(t) = \sum_{j \in N_i} a_{ij} [x_j(t) - x_i(t)], \quad (2) \]
where \( a_{ij} \) is the \( (i,j)\)-th entry of the adjacency matrix \( A \). Using (2), (1) can be written in matrix form as
\[ \dot{X}(t) = -\Lambda X(t), \quad (3) \]
where \( X(t) = [x_1(t), x_2(t), \ldots, x_n(t)]^T \in \mathbb{R}^n \) and \( L \) is the (nonsymmetric) Laplacian matrix.

For high integer-order multi-agent systems, the consensus algorithms are similar to those for the single-integrator systems (see [18] and references therein).

C. Fractional Calculus
The Caputo fractional-order derivative plays a crucial role in fractional-order calculus. Caputo integral is defined from Heaviside unit step function as
\[ \frac{C}{a} D_t^{-\alpha} f(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t - \tau)^{\alpha-1} f(\tau) \, d\tau, \]
where \( \Gamma(\cdot) \) is the Gamma function, \( \alpha \in (0, 1] \), \( \alpha \) is an arbitrary real number, and \( \frac{C}{a} D_t^{-\alpha} \) denotes the Caputo integral with order \( \alpha \). For an arbitrary real number \( p \), Caputo derivative is defined as
\[ \frac{C}{a} D_t^p f(t) = \frac{C}{a} D_t^{-[p]+1} \frac{\partial^{[p]+1}}{\partial t^{[p]+1}} f(t), \quad (4) \]
where \( \alpha = [p] + 1 - p \in (0, 1] \) and \( [p] \) is the integer part of \( p \). If \( p \) is an integer, then \( \alpha = 1 \) and (4) is equivalent to the integer-order derivative. Based on the formal definition of the Laplace transform
\[ F(s) = \mathcal{L}\{f(t)\} = \int_0^\infty e^{-st} f(t) \, dt, \]
where \( \mathcal{L}\{\cdot\} \) denotes the Laplace transform of a function, it follows that the Laplace transform \( \mathcal{L}\{\frac{C}{a} D_t^{-\alpha} f(t)\} \) is
\[ \{ s^\alpha F(s) + s^\alpha f(0^-), \quad \alpha \in (0, 1] \\
- s^{\alpha-1} F(s) + s^{\alpha-1} f(0^-) + s^{\alpha-2} f'(0^-), \quad \alpha \in (1, 2), \}
\]
where \( f(0^-) = \lim_{\varepsilon \to 0^+} f(\varepsilon) \) and \( f'(0^-) = \lim_{\varepsilon \to 0^+} f'(\varepsilon) \).

Similar to the exponential function frequently used in the solutions of integer-order systems, a function frequently used in the solutions of fractional-order systems is the Mittag-Leffler function defined as
\[ E_{\alpha, \beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k\alpha + \beta)}, \quad \alpha, \beta > 0, \]
where \( \alpha \) and \( \beta \) are arbitrary complex numbers. When \( \beta = 1 \) and \( \alpha > 0 \), (5) becomes \( E_{\alpha}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k\alpha + 1)} \).

III. Stability Analysis of Consensus Algorithms for Fractional-order Systems
In this section, we derive the conditions on the communication graph and the fractional order such that consensus for fractional-order systems is achieved over a directed communication graph. To study this problem, we introduce a general model of consensus for fractional-order systems by summarizing the following three different cases:

(i) Fractional-order agent dynamics with an integer-order consensus algorithm
Assume that the agent dynamics are
\[ x_i^{(\alpha)}(t) = u_i(t), \quad (6) \]
where \( x_i^{(\alpha)}(t) \) is the \( \alpha \)-th order derivative of \( x_i(t) \) with \( \alpha \in \mathbb{R}^+ \) and \( u_i(t) \) is the control input. An integer-order consensus algorithm is given by (2).

(ii) Integer-order agent dynamics with a fractional-order consensus algorithm
Assume that the agent dynamics are given by (1). A fractional-order consensus algorithm is proposed as
\[ u_i(t) = \sum_{j \in N_i} a_{ij} [x_j^{(\beta)}(t) - x_i^{(\beta)}(t)], \quad \beta \in \mathbb{R} \quad (7) \]

(iii) Fractional-order agent dynamics with a fractional-order consensus algorithm
Assume that the agent dynamics are given by (6). A fractional-order consensus algorithm is given by (7), where \( \alpha \in \mathbb{R}^+ \) and \( \beta \in \mathbb{R} \).

When applying the Caputo derivative to (6) and (7), it follows that Cases (ii) and (iii) can be written as Case (i) by applying the operator \( \frac{C}{a} D_t^{-\alpha} \) on both sides of the corresponding system. Therefore, the model in Case (i) can be considered a general model. For a system with \( n \) agents, using (2), (6) can be written in matrix form as
\[ \frac{C}{a} D_t^\alpha X(t) = -L X(t), \quad (8) \]
where \( X(t) \) and \( L \) are defined in (3). Although the dynamics for a given system are fixed, \( \alpha \) in the general model (8) can be changed by choosing consensus algorithms with different fractional orders.

Note that \( L \) can be written in Jordan canonical form as
\[ L = P \begin{bmatrix} \Lambda_1 & 0 & \cdots & 0 \\ 0 & \Lambda_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \Lambda_k \end{bmatrix} P^{-1}, \]
where \( \Lambda_m, \ m = 1, 2, \ldots, k, \) are standard Jordan blocks. Without loss of generality, let the initial time \( \alpha = 0 \). By defining \( Y(t) \triangleq P^{-1} X(t) \), (8) can be written as
\[ \frac{C}{a} D_t^\alpha Y(t) = -\Lambda Y(t). \quad (9) \]

\footnote{For a given system, \( \alpha \) is fixed.}
Suppose that the diagonal entry of $A_i$ is $\lambda_i$ (i.e., an eigenvalue of $L$). Noting that the standard Jordan block

$$
A_i = \begin{bmatrix}
\lambda_i & 1 & \cdots & 0 \\
0 & \lambda_i & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_i
\end{bmatrix},
$$

it follows that (9) can be decoupled into $n$ one-dimensional equations represented by either

$$
C^0 D^\alpha_i y_i(t) = -\lambda_i y_i(t)
$$

for the equation corresponding to $A_i$, which has dimension equal to one or the last equation corresponding to $A_i$ which has dimension larger than one, or

$$
C^0 D^\alpha_i y_i(t) = -\lambda_i y_i(t) - y_{i+1}(t)
$$

otherwise, where $y_i(t)$ is the $i$th component of $Y(t)$.

**Lemma 3.1:** When $\text{Re}(\lambda_i) \geq 0$, where $\text{Re}(\cdot)$ denotes the real part of a complex number, the solution of (10) has the following properties:

1. When $\alpha \in (0, \frac{2\theta}{\pi})$ and $\text{Re}(\lambda_i) > 0$, $\lim_{t \to \infty} y_i(t) = 0$ as $t \to \infty$, where $\theta_i = \pi - \arg(\lambda_i)$ with $\arg(\lambda_i)$ denoting the phase of $\lambda_i$.

2. When $\alpha \in (0, 1]$ and $\lambda_i = 0$, $y_i(t) \equiv y_i(0)$, $\forall t$.

3. When $\alpha \in (1, 2)$ and $\lambda_i = 0$, $y_i(t) = y_i(0) + \dot{y}_i(0)t$.

4. When $\alpha \in (2, \infty)$, the system is not stable.

**Proof:** (Proof of Property 1) By taking the Laplace transform of (10), it can be computed from the Laplace transform of $L^C D^\alpha_i f(t)$ in Section II-C that

$$
L\{y_i(t)\} = \frac{y_i(0) - \alpha^{-1}}{s^\alpha + \lambda_i}, \quad \alpha \in (0, 1]
$$

$$
L\{y_i(t)\} = \frac{y_i(0) - \alpha^{-1} + \dot{y}_i(0) - \alpha^{-2} \dot{y}_i(0)}{s^\alpha + \lambda_i}, \quad \alpha \in (1, 2).
$$

From (12) and (13), it can be seen that the denominator of $L\{y_i(t)\}$ is $s^\alpha + \lambda_i$, when $\alpha \in (0, 2)$. To ensure that all poles of $L\{y_i(t)\}$ are in the open left half plane (LHP), it follows from the discussion in [19] that $\alpha \in (0, \frac{2\theta}{\pi} - \arg(\lambda_i))$, that is, $\alpha \in (0, \frac{2\theta}{\pi})$, where $\frac{2\theta}{\pi} > 1$ because $\text{Re}(\lambda_i) > 0$, i.e., $\arg(\lambda_i) \in (-\frac{\pi}{2}, \frac{\pi}{2})$. In particular, when $\lambda_i \in \mathbb{R}^+$, $\alpha \in (0, 2)$ because $\arg(\lambda_i) = 0$.

(Proof of Properties 2 and 3) The proofs of Properties 2 and 3 follow from [20].

(Proof of Property 4) See [21].

**Lemma 3.2:** Assume that continuous function $y_{i+1}(t)$ satisfies $\lim_{t \to \infty} y_{i+1}(t) = 0$. When $\text{Re}(\lambda_i) > 0$ (i.e., $\arg(\lambda_i) \in (-\frac{\pi}{2}, \frac{\pi}{2})$) and $\alpha \in (0, \frac{2\theta}{\pi})$, where $\theta_i = \pi - \arg(\lambda_i)$, the solution of (11) satisfies $\lim_{t \to \infty} y_i(t) = 0$.

**Proof:** When $\alpha \in (0, 1)$, by taking the Laplace transform of (11), it can be computed from the Laplace transform of $L^C D^\alpha_i f(t)$ in Section II-C that

$$
L\{y_i(t)\} = \frac{s^\alpha y_i(0^{-}) - L\{y_{i+1}(t)\}}{s^\alpha + \lambda_i}.
$$

It follows from the proof of Property 1 in Lemma 3.1 that the poles of (14) are in the open LHP when $\alpha \in (0, 1]$. By applying the final value theorem of the Laplace transform,

$$
\lim_{t \to \infty} y_i(t) = \lim_{s \to 0} sL\{y_i(t)\} = \lim_{s \to 0} \frac{s\alpha y_i(0^{-}) - sL\{y_{i+1}(t)\}}{s^\alpha + \lambda_i} = 0,
$$

where we have used the fact $sL\{y_{i+1}(t)\} = 0$ to derive the last equality because $\lim_{t \to \infty} y_{i+1}(t) = 0$.

When $\alpha \in (1, \frac{2\theta}{\pi})$, it follows from the proof of Property 1 in Lemma 3.1 that the poles of (14) are also in the open LHP. By taking the Laplace transform of (11), it can be computed from the Laplace transform of $L^C D^\alpha_i f(t)$ that

$$
L\{y_i(t)\} = \frac{s^\alpha y_i(0^{-}) + s^\alpha - 2 y_i(0^{-}) - L\{y_{i+1}(t)\}}{s^\alpha + \lambda_i}.
$$

Following a similar discussion for $\alpha \in (0, 1]$ gives $\lim_{t \to \infty} y_i(t) = 0$.

**Theorem 3.1:** Let $\lambda_i$ be the $i$th eigenvalue of $L$ and

$$
\theta = \min_{\lambda_i \neq 0, i = 1, 2, \ldots, n} \theta_i, \quad \text{where } \theta_i = \pi - \arg(\lambda_i).
$$

For fractional-order system (8), consensus is achieved if the fixed communication graph has a directed spanning tree and $\alpha \in (0, \frac{2\theta}{\pi})$. When $\alpha \in (0, 1]$, the solution of (8) satisfies $x_i(t) \to x_j(t) \to p^T X(t)$ as $t \to \infty$, where $p$ is the left eigenvector of $L$ associated with the zero eigenvalue satisfying $p^T 1 = 1$. When $\alpha \in (1, \frac{2\theta}{\pi})$, the solution of (8) satisfies $x_i(t) \to x_j(t) \to p^T X(0) + p^T \dot{X}(0)t$ and $\dot{x}_i(t) \to \dot{x}_j(t) \to p^T \dot{X}(0) as t \to \infty$.

**Proof:** Noting that the communication graph has a directed spanning tree, it follows from Lemma 2.1 that $L$ has a simple zero eigenvalue and all other eigenvalues have positive real parts. Without loss of generality, let $\lambda_1 = 0$ and $\text{Re}(\lambda_1) > 0$, $i \neq 1$. When $\alpha \in (0, 1]$, because $\lambda_1 = 0$ is a simple zero eigenvalue, $\lambda_1$ satisfies (10). It follows from Property 2 in Lemma 3.1 that $y_{i+1}(t) \equiv y_i(0)$. When $\lambda_i, i \neq 1$, satisfies (10), it follows from Property 1 in Lemma 3.1 that $\lim_{t \to \infty} y_i(t) = 0, i \neq 1$. When $\lambda_i, i \neq 1$, satisfies (11), it follows from Lemma 3.2 that $\lim_{t \to \infty} y_i(t) = 0, i \neq 1$, as well because $y_{i+1}(t)$ also satisfies either (10) or (11), which implies $\lim_{t \to \infty} y_{i+1}(t) = 0$. Combining the above arguments gives $\lim_{t \to \infty} X(t) = [y_1(0), 0, \ldots, 0]^T, \ i \neq 1$, which implies $\lim_{t \to \infty} X(t) = \lim_{t \to \infty} \dot{X}(t) = \lim_{t \to \infty} Y(t) = PSY(0) = PSP^{-1}X(0)$, where $S = [s_{ij}] \in \mathbb{R}^{n \times n}$ has only one nonzero entry $s_{11} = 1$. Note that the first column of $P$ can be chosen as 1 while the first row of $P^{-1}$ can be chosen as $p$ by noting that 1 and $p$ are, respectively, a right and left eigenvector of $L$ associated with $\lambda_1 = 0$ and $p^T 1 = 1$. Therefore, $\lim_{t \to \infty} X(t) = PSP^{-1}X(0) = 1p^T X(0)$, that is, $\lim_{t \to \infty} x_i(t) = p^T X(0)$.

When $\alpha \in (1, \frac{2\theta}{\pi})$, similar to the previous discussion for $\alpha \in (0, 1]$, $\lambda_1$ satisfies (10). It follows from Property 3 in Lemma 3.1 that $\lim_{t \to \infty} y_i(t) = y_i(0) + \dot{y}_i(0)t$. Because $\text{Re}(\Lambda_0) > 2922
0, i \neq 1, similar to the previous discussion for \( \alpha \in (0, 1] \), it follows from Property 1 in Lemma 3.1 and Lemma 3.2 that
\[
\lim_{t \to \infty} y_i(t) = 0, \ i \neq 1.
\]
Therefore, it follows that \( \lim_{t \to \infty} Y(t) = [y_1(0) + \tilde{y}_1(0)t, 0, \ldots, 0]^T \), which implies that \( \lim_{t \to \infty} Y(t) = [\tilde{y}_1(0), 0, \ldots, 0]^T \).

Similarly to the proof for \( \alpha \in (0, 1] \), it follows directly that \( \lim_{t \to \infty} x_i(t) = p^T X(0) + p^T X(0)t \) and
\[
\lim_{t \to \infty} \dot{x}_i(t) = p^T \dot{X}(0).
\]

**Corollary 3.2:** Assume that the fixed communication graph is undirected. For fractional-order system (8), consensus is achieved if the communication graph is connected and \( \alpha \in (0, 2) \). The consensus equilibria when \( \alpha \in (0, 1] \) and \( \alpha \in (1, \frac{2}{\nu}) \) are the same as those in Theorem 3.1.

**Proof:** When the undirected communication graph is connected, it follows that there is a simple zero eigenvalue and other eigenvalues are positive, which implies that \( \theta = \pi \). The statements then follow from the proof in Theorem 3.1.

Note that \( \theta \) is closely related to the eigenvalues of \( L \), which are also related to the number of agents to ensure consensus.

**Lemma 3.3:** [22] Let \( \lambda_i \) be the \( i \)th eigenvalue of \( L \), then
\[
\arg\{\lambda_i\} \in [-\pi/2 + \pi\nu, \pi/2 - \pi\nu],
\]
for all \( \lambda_i \neq 0 \).

**Theorem 3.3:** Assume that there are \( n \) agents with \( n \geq 2 \). For fractional-order system (8), consensus is achieved if the fixed communication graph has a directed spanning tree and \( \alpha \in (0, 1 + \frac{\pi}{\nu}) \).

**Proof:** It follows from Lemma 3.3 that \( \arg\{\lambda_i\} \in [-\pi/2 + \pi\nu, \pi/2 - \pi\nu], \) which implies \( \frac{\nu}{\pi} \geq 1 + \frac{\pi}{\nu} \). Therefore, the statement holds apparently from Theorem 3.1.

**IV. COMPARISON BETWEEN CONSENSUS FOR FRACTIONAL-ORDER AND INTEGER-ORDER SYSTEMS**

In this section, we discuss the difference between consensus for fractional-order systems and integer-order systems. To study this problem, we first derive the solutions of (10) and (11).

For \( \alpha \in (0, 1] \), the Laplace transform of (10) is (12). Taking the inverse Laplace transform of (12) gives
\[
y_i(t) = y_i(0^-)E_{\alpha}(-\lambda_it^\alpha).
\]

Similarly, for \( \alpha \in (1, 2] \), the solution of (10) is given by
\[
y_i(t) = y_i(0^-)E_{\alpha}(-\lambda_it^\alpha) + \tilde{y}_i(0^-)tE_{\alpha,2}(-\lambda_it^{\alpha+1}).
\]

For \( \alpha \in (0, 1] \), the Laplace transform of (11) is (14). Taking the inverse Laplace transform of (14) gives
\[
y_i(t) = y_i(0^-)E_{\alpha}(-\lambda_it^\alpha) - y_{i+1}(t) * [t^{\alpha-1}E_{\alpha,\alpha}(-\lambda_it^{\alpha+1})],
\]
where * denotes the convolution operation. Similarly, for \( \alpha \in (1, 2] \), the solution of (11) is given by
\[
y_i(t) = y_i(0^-)E_{\alpha}(-\lambda_it^\alpha) + \tilde{y}_i(0^-)tE_{\alpha,2}(-\lambda_it^{\alpha+1}) - y_{i+1}(t) * [t^{\alpha-1}E_{\alpha,\alpha}(-\lambda_it^{\alpha+1})].
\]

It thus follows that the decaying speeds of Mittag-Leffler functions determine the speed at which \( y_i(t) \), where \( \Re\{\lambda_i\} < 0 \), approaches zero. As a result, it follows that the convergence speed of (8) is also determined by the decaying speeds of Mittag-Leffler functions due to the fact shown in the proof of Theorem 3.1 that consensus is achieved if \( y_i(t) = 0 \) for all \( \lambda_i \neq 0 \). As a special case, when \( \alpha = 1 \), (8) becomes (3) and the Mittag-Leffler functions in the solutions of (10) and (11) become exponential functions. To study the difference between consensus for fractional-order dynamics and integer-order dynamics, the decaying speeds of the Mittag-Leffler function \( E_{\alpha}(-\lambda^{\alpha}) \) and exponential function \( e^{-\lambda t} \) will be discussed in the following as an example.

**Theorem 4.1:** There exists a positive scalar \( T \) such that \( E_{\alpha}(-\lambda^{\alpha}) \) decreases faster than \( e^{-\lambda t} \) for \( t \in (0, T) \), where \( \lambda \in \mathbb{R}^+ \) and \( \alpha \in \mathbb{R}^+ \).

**Proof:** Note that both \( e^{-\lambda t} \) and \( E_{\alpha}(-\lambda^{\alpha}) \) equal to 1 when \( t = 0 \). Taking derivatives of both functions gives
\[
\frac{d}{dt}[e^{-\lambda t}]_{t=0} = -\lambda e^{-\lambda t} \quad \text{and} \quad \frac{d}{dt}[E_{\alpha}(-\lambda^{\alpha})]_{t=0} = -\lambda, \quad \alpha > 0.
\]

Because \( \frac{d}{dt}[e^{-\lambda t}] \) and \( \frac{d}{dt}[E_{\alpha}(-\lambda^{\alpha})] \) are continuous with respect to \( t \), there exists a positive scalar \( T \) such that \( E_{\alpha}(-\lambda^{\alpha}) \) decreases faster than \( e^{-\lambda t} \) for \( t \in (0, T) \) by using the comparison principle.

To illustrate, Figs. 1 and 2 show Mittag-Leffler functions and their derivatives with different orders for \( \lambda = 1.3 \). From Fig. 2, we can observe that the fractional-order system always converge faster than the integer-order system when \( t < T \) for some positive \( T \). This property is desirable in real-world applications. For example, the coordination of a group of vehicles (aircraft/robots) requires a higher convergence speed when the deviations among vehicles are relatively large. However, when the deviations become small, it would be more realistic to decrease the convergence speed because of the mass inertia. Therefore, the proposed fractional-order consensus algorithm is practically useful.

**Remark 4.2:** In order to achieve higher consensus speed, a varying-order fractional-order consensus strategy can be

---

3 When \( \alpha = 1 \), the corresponding Mittag-Leffler function becomes the exponential function.
adopted. The strategy can be described as follows: Let \( \alpha_1 < \cdots < \alpha_m < 1 \) and choose \( \alpha \) in (8) as

\[
\alpha = \begin{cases} 
\alpha_1, & t < t_1; \\
\alpha_i, & t_{i-1} \leq t < t_i, \ i = 2, \cdots, m; \\
1, & t \geq t_m.
\end{cases}
\]

Here \( t_1 \) is chosen such that the convergence speed with order \( \alpha_1 \) is the highest when \( t < t_1 \). Similarly, \( t_i, \ i = 2, \cdots, m \), is chosen such that the convergence speed with order \( \alpha_i \) is highest for \( t \in [t_{i-1}, t_i) \), and \( \alpha_1 = 1 \) if \( t \geq t_m \). Given the same \( L \), the convergence speed of this varying-order fractional-order consensus strategy is higher than that of the single-integrator consensus strategy because the convergence speed of the proposed strategy is higher than that of the single-integrator consensus strategy for \( t < t_m \) and equal to that of the single-integrator consensus strategy for \( t \geq t_m \).

V. SIMULATION ILLUSTRATIONS AND DISCUSSIONS

In this section, several simulation results are presented to illustrate the proposed fractional-order consensus algorithm introduced in Section III. We consider a group of four agents. The corresponding Laplacian matrix is chosen as

\[
L = \begin{bmatrix}
1 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 \\
-1 & 0 & 1 & 0 \\
-1 & 0 & 0 & 1
\end{bmatrix}.
\]

Note that the communication graph associated with \( L \) has a directed spanning tree. It can be computed that \( p = \left( \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right)^T \) and the eigenvalues of \( L \) are 0, 1 and \( 1.5 \pm 0.866j \), where \( j \) is the imaginary unit.

For \( \alpha \in (0, 1] \), let the initial states be \( X(0) = [6, 3, 1, -3]^T \). When the fractional order is \( \alpha = 0.8 \), the states are shown in Fig. 3(a). It can be seen that consensus is achieved with the final consensus equilibrium for \( x_i(t) \) being \( \frac{10}{3} \), which is equal to \( p^T X(0) \). When \( \alpha = 1 \) (i.e., the system takes in the form of single-integrator dynamics), the states are shown in Fig. 3(b). From these two figures, it can be observed that the convergence speed of the fractional-order case is higher than that of the single-integrator case when \( t \) is close to the origin.

For \( \alpha \in (1, \frac{2p}{\pi}) \), let \( X(0) = [6, 3, 1, -3]^T \) and \( \dot{X}(0) = [1, 2, 3, 4]^T \). It follows from the definition of \( \theta \) in Theorem 3.1 that \( \theta = \frac{\pi}{2} \), which implies \( \alpha \in (0, \frac{5}{3}) \). Figures 3(c) and 3(d) show the states for \( \alpha = 1.5 \) and \( \alpha = 1.9 \), respectively. From Fig. 3(c), it can be observed that consensus is achieved with the final equilibrium for \( \dot{x}_i(t) \) being 2, which is equal to \( p^T X(0) \). From Fig. 3(d), it can be observed that consensus cannot be achieved.

The states using the varying-order fractional-order consensus strategy are shown in Fig. 4, where we arbitrarily choose \( t_1 = 0.1i \) and \( \alpha_i = 0.2i \) for \( i = 1, 2, 3, 4 \). From Fig. 4, we can see that the convergence speed using the varying-order fractional-order consensus strategy is higher than that of the integer-order consensus strategy as shown in Fig. 3(b). Of course, when we choose different parameters \((\alpha_i, t_i)\) carefully as described in Remark 4.2, the convergence speed can be further improved.

VI. CONCLUSION AND FUTURE WORK

In this paper, we studied distributed coordination algorithms for multiple fractional-order systems when the fixed communication graph is directed. We presented a general fractional-order consensus model and then investigated its stability properties. Sufficient conditions on the communication graph and the fractional order were given to ensure consensus. In addition, we characterized the relationship between the fractional order and the number of agents to ensure consensus. Finally, a varying-order fractional-order consensus strategy was proposed to improve the overall convergence speed. Future work will explore fractional-order consensus algorithms with time-varying or switching communication graphs.
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Fig. 3. Simulation results of (8) with different orders.