Abstract— Many decision systems rely on a precisely known Markov Chain model to guarantee optimal performance, and this paper considers the online estimation of unknown, non-stationary Markov Chain transition models with perfect state observation. In using a prior Dirichlet distribution on the uncertain rows, we derive a mean-variance equivalent of the Maximum A Posteriori (MAP) estimator. This recursive mean-variance estimator extends previous methods that recompute the moments at each time step using observed transition counts. It is shown that this mean-variance estimator responds slowly to changes in transition models (especially switching models) and a modification that uses ideas of pseudo-noise addition from classical filtering is used to speed up the response of the estimator. This new, discounted mean-variance estimator has the intuitive interpretation of fading previous observations and provides a link to fading techniques used in Hidden Markov Model estimation. Our new estimation techniques is both faster and has reduced error than alternative estimation techniques, such as finite memory estimators.

I. INTRODUCTION

Many decision processes, such as Markov Decision Processes (MDPs) and Jump Markov Linear systems, are modeled as a probabilistic process driven by a Markov Chain. The true parameters of the Markov Chain are frequently unavailable to the modeler, and many researchers have recently been addressing the issue of robust performance in these decision systems [4], [6], [13], [16]. However, a large body of research has also been devoted to the identification of the Markov Chain using available observations. With few exceptions (such as the signal processing community [11], [17]), most of this research has addressed the case of a unique, stationary model.

When the transition matrix $\Pi$ of a Markov Chain is stationary, classical maximum likelihood (ML) schemes [9], [17] can be used to recursively obtain the best estimate $\hat{\Pi}$ of the transition matrix. Typical Bayesian methods assume a prior Dirichlet distribution on each row of the transition matrix, and exploit the conjugacy property of the Dirichlet distribution with the multinomial distribution to recursively compute $\hat{\Pi}$. This technique amounts to evaluating the empirical frequency of the transitions to obtain a ML or Maximum A Posteriori (MAP) estimate of the transition matrix. In the limit of an infinite observation sequence, this method converges to the true transition matrix, $\Pi$. Jilkov and Li [9] discuss the identification of the transition matrices in the context of Markov Jump systems, providing multiple algorithms that can identify $\Pi$ using noisy measurements that are indirect observations of the transitions. In one of these approaches, a renormalization is used to ensure that the probability estimates sum to unity. Jaulmes et al. [7], [8] study this problem in an active estimation context using Partially Observable Markov Decision Processes (POMDPs). Marbach [14] considers this problem, when the transition probabilities depend on a parameter vector. Borkar and Varaiya [5] treat the adaptation problem in terms of a single parameter as well; namely, the true transition probability model is assumed to be a function a single parameter $a$ belonging to a finite set $A$. Konda and Tsitsiklis [10] consider the problem of slowly-varying Markov Chains in the context of reinforcement learning. Sato [18] considers this problem and shows asymptotic convergence of the probability estimates also in the context of dual control. Kumar [12] also considered the adaptation problem.

If the Markov Chain, $\Pi_t$, is changing over time, classical ML or MAP estimators will generally fail to respond quickly to changes in the model. The intuition behind this is that since these estimators keeps track of all the transitions that have occurred, a large number of new transitions will be required for the change detection, and convergence to the new model. Hence, new estimators are required to compensate for the inherent delay that will occur in classical techniques. Note that if the dynamics of the transition matrix were available to the estimator designer, they could be embedded directly in the estimator. For example, if the transition matrix were known to switch between two systems according to a probabilistic switching schedule, or if the switching time were a random variable with known statistics, these pieces of information could enhance the performance of any estimator. However, in a more general setting, it is unlikely that this information would be available to the estimator designer.

This paper proposes a new technique to speed up the estimator response that does not require information on the dynamics of the uncertain transition model. First, recursions for the mean and variance of the Dirichlet distribution are derived; these are equivalent to a mean-variance interpretation of classical ML or MAP estimation techniques. Importantly, however, we use the similarity of these recursions to Kalman filter-based parameter estimation techniques to notice that the mean-variance estimator does not incorporate any knowledge of the parameter (or transition matrix) dynamics, and therefore results in stationary prediction technique. To compensate for this, the responsiveness of the estimator can be improved by adding an artificial pseudo-noise to the variance which is implemented by scaling the variance [15]. Scaling the
variance leads to a very natural interpretation for updating the Dirichlet parameters, which amounts to progressively fading the impact of older transitions. This result provides an intuition for measurement fading applied to Hidden Markov Models [11]. This insight, and the resulting benefits of faster estimation when applied to decision systems, are the core results of this paper.

II. MARKOV CHAIN AND THE DIRICHLET DISTRIBUTION

A transition matrix $\Pi$ of an $N$-state Markov Chain is defined as $\Pi \in \mathcal{R}^{N \times N}$ given by

$$
\Pi = \begin{bmatrix}
\pi(1,1) & \pi(1,2) & \ldots & \pi(1,N) \\
\pi(2,1) & \pi(2,2) & \ldots & \pi(2,N) \\
\ldots \\
\pi(N,1) & \pi(N,2) & \ldots & \pi(N,N)
\end{bmatrix}
$$

where $\pi(i,j)$ entry is the probability that the transition to state $j$ at time $k+1$, given the state was $i$ at the previous step

$$
\pi(i,j) = \Pr[x_{k+1} = j \mid x_k = i] \tag{1}
$$

Note that $\sum_j \pi(i,j) = 1$. When the transition matrix $\Pi$ is uncertain, we can take a fairly common Bayesian viewpoint [7] and assume a prior Dirichlet distribution on each row of the transition matrix, and recursively update this distribution with observations.$^1$

The Dirichlet distribution $f_D$ at time $k$ for a row of the $N$-dimensional transition model is given by $p_k = [p_{1k}, p_{2k}, \ldots, p_{Nk}]^T$ and hyperparameters (with $\alpha_i > 1$) $\alpha(k) = \alpha_1, \alpha_2, \ldots, \alpha_N]^T$, is defined as

$$
f_D(p_k|\alpha(k)) = K \prod_{i=1}^{N} p_{i\alpha_i}^{\alpha_i-1} \sum_{i} p_i = 1 \tag{2}
$$

where $K$ is a normalizing factor that ensures the probability distribution integrates to unity. Each $p_i$ is the $i^{th}$ column of the $m^{th}$ row, that is: $p_i = \pi(m,i)$ and and $0 \leq p_i \leq 1$ and $\sum_i p_i = 1$. The primary reasons for using the Dirichlet distribution is that the mean $\bar{\pi}_i$ satisfies the requirements of a probability mass function $0 \leq \bar{\pi}_i \leq 1$ and $\sum_i \bar{\pi}_i = 1$ by construction. In fact, by sampling the Dirichlet distribution, each sample $p_i^*$ will satisfy $\sum_i p_i^* = 1$, $\forall s$ and $0 \leq p_i^* \leq 1$, $\forall s$. Furthermore, the hyperparameters $\alpha_i$ that can be interpreted as “counts”, or times that a particular state transition was observed, thus easily updating the distribution based on new observations.

The mean and the variance of the Dirichlet distribution can then be calculated directly as

$$
\bar{\pi}_i = \frac{\alpha_i}{\alpha_0} \tag{3}
$$

$$
\Sigma_{\alpha_{ij}} = \frac{\alpha_i(\alpha_0 - \alpha_i)}{\alpha_0^2(\alpha_0 + 1)} \tag{4}
$$

These are the mean and the variance of each column of the transition model, and need to be evaluated for all rows (recalling $p_i = \pi(m,i)$).

III. DERIVATION OF MEAN-VARIANCE ESTIMATOR

It is well known that the Dirichlet distribution is conjugate to the multinomial distribution; therefore, performing a Bayesian measurement update step on the Dirichlet amounts to a simple addition of currently observed transitions to the previously observed counts $\alpha(k)$. The posterior distribution $f_D(p_{k+1}\mid\alpha(k+1))$ is given in terms of the prior $f_D(p_k|\alpha(k))$ as

$$
f_D(p_{k+1}|\alpha(k+1)) \propto f_D(p_k|\alpha(k))f_M(\beta(k)(\mid p_k)) = \prod_{i=1}^{N} \frac{\alpha_i^{\bar{\pi}_i}}{\beta_i^{\bar{\pi}_i}} = \prod_{i=1}^{N} \frac{\alpha_i^{\bar{\pi}_i+1}}{\beta_i^{\bar{\pi}_i}}
$$

where $f_M(\beta(k)|p_k)$ is a multinomial distribution with hyperparameters $\beta(k) = [\beta_1, \ldots, \beta_N]$. Each $\beta_i$ is the total number of transitions observed from state $i$ to a new state $i'$; mathematically $\beta_{i'} = \sum_i \delta_{i,i'}$ and

$$
\delta_{i,i'} = \begin{cases} 1 & \text{if } i = i' \\ 0 & \text{else} \end{cases} \tag{5}
$$

indicates how many times transitions were observed from state $i$ to state $i'$. For the next derivations, we assume that only a single transition can occur per time step, $\beta_i = \delta_{i,i'}$.

Upon receipt of the observations $\beta(k)$, the parameters $\alpha(k)$ are thus updated in the following manner

$$
\alpha_i(k+1) = \begin{cases} \alpha_i(k) + \delta_{i,i'} & \text{Transition } i \text{ to } i' \\ \alpha_i(k) & \text{Else} \end{cases}
$$

The mean and the variance can then be calculated by using Eqs. 3 and 4.

Instead of calculating the mean and variance from the transitions at each time step, we can directly find recursions for the mean $\bar{\pi}_i(k+1)$ and variance $\Sigma_{\alpha_{ij}}(k+1)$ of the Dirichlet distribution by deriving the Mean-Variance Estimator with the following proposition [3].

**Proposition 1:** The posterior mean $\bar{\pi}_i(k+1)$ and variance $\Sigma_{\alpha_{ij}}(k+1)$ of the Dirichlet distribution can be found in terms of the prior mean $\bar{\pi}_i(k)$ and variance $\Sigma_{\alpha_{ij}}(k)$ by using the following recursion for the Mean-Variance Estimator:

$$
\Sigma_{\alpha_{ij}}^{-1}(k+1) = \gamma_{k+1} \Sigma_{\alpha_{ij}}^{-1}(k) + \frac{\delta_{i,j} - \bar{\pi}_i(k)}{\bar{\pi}_i(k+1)(1-\bar{\pi}_i(k+1))}
$$

$$
\Sigma_{\alpha_{ij}}^{-1}(k+1) + \frac{\bar{\pi}_i(k)(1-\bar{\pi}_i(k))}{\bar{\pi}_i(k+1)(1-\bar{\pi}_i(k+1))}
$$

where $\gamma_{k+1} = \frac{\bar{\pi}_i(k)(1-\bar{\pi}_i(k))}{\bar{\pi}_i(k+1)(1-\bar{\pi}_i(k+1))}$.

**Remark 1:** The recursion for the mean is actually the maximum a posteriori (MAP) estimator of the mean of the Dirichlet distribution, expressed in terms of prior mean and variance. If the updated counts are $\alpha'(k+1)$, then the posterior distribution is given by

$$
f_D(p_{k+1}|\alpha'(k+1)) = K \prod_{i=1}^{N} p_i^{\alpha'_i}, \sum_i p_i = 1
$$
and the MAP estimate $\hat{p}_i$ is $\hat{p}_i = \arg \max f_D(p|\alpha(k+1))$.

**Remark 2:** This mean-variance estimator explicitly guarantees that the estimates sum to unity, $\sum_i \hat{p}_i(k|k) = 1$, $\forall k$, since they are calculated directly from the MAP estimate. Other mean-variance approaches [9] only enforce the unit sum constraint at the end of each estimator cycle, through some form of normalization. However, in the mean-variance form for the Dirichlet, no approximations are needed to ensure that the estimates remain within the unit simplex.

**Remark 3:** The convergence of the mean-variance estimator is guaranteed since the MAP estimate is guaranteed to converge [7]. After a large number of observations, the MAP estimate of the probability $\hat{p}_i = \alpha_i/\alpha_0$ will be equal to the true probability $p_i$, and the variance asymptotically approaches 0.

This is immediately clear from the mean-variance formulation as well. From Proposition 1, the estimate $\hat{p}_i(k)$ will converge if $\lim_{k \to \infty} \hat{p}_i(k + 1) - \hat{p}_i(k) = 0$, which implies that for any arbitrary measurement $\delta_{i',t}$, that this will be true if the variance asymptotically approaches 0, $\lim_{k \to \infty} \Sigma_{ii} = 0$.

The steady-state covariance can be found explicitly in the mean-variance estimator by rearranging the expression in Proposition 1, and taking the limit.

$$\lim_{k \to \infty} \Sigma_{ii} = \lim_{k \to \infty} (1 - \gamma_{k+1}) \hat{p}_i(k + 1)(1 - \hat{p}_i(k + 1)) = 0$$

Note that we have used the fact that, since the estimate converges, then by definition of $\gamma_k$, $\lim_{k \to \infty} \gamma_{k+1} = 1$.

**Remark 4:** The mean-variance estimator can also be expressed more explicitly in a prediction step and a measurement update step, much like in conventional filtering. The prior distribution is given by $f_D(p_{k+1}|k|\alpha(k))$ where the prior estimate is now written as $\hat{p}_i(k|k)$. The propagated distribution is $f_D(p_{k+1}|k|\alpha(k))$ and the propagated estimate is denoted as $\hat{p}_i(k+1|k)$. The posterior distribution is $f_D(p_{k+1}|k+1|\alpha(k+1))$, where $\alpha(k+1)$ are the updated counts, and the updated estimate is written as $\hat{p}_i(k+1|k+1)$. These steps are shown in Table I. In the (trivial) prediction step, the mean and the variance do not change, while the measurement update step is the proposition we just derived.

### IV. Derivation of the Discounted Mean Variance Estimator

The general limitation of applying this estimation technique to a non-stationary problem is that the variance of the estimator decreases to 0 rapidly after $N_m \ll \infty$ measurements, which in turn implies that new observations $\delta_{i,t}$ will not be heavily weighted in the measurement update. This can be seen in the measurement update step of Table 1: as the variance $\Sigma_{ii}$ approaches zero, then new measurements have very little weighting.

This covariance can be thought of as the measurement gain of classical Kalman filtering recursions. A way to modify this gain is by embedding transition matrix dynamics. If transition matrix dynamics were available, these could be embedded in the estimator by using the Chapman-Kolmogorov equation $\int P(\pi_{k+1}|\pi_k)P(\pi_k|\alpha(k))d\pi_k$ in the prediction step. However, in general, the dynamics of the parameter may not be well known or easily modeled.

In parameter estimation, well known techniques are used to modify this prediction step for a time-varying unknown parameters, such as through the addition of artificial pseudonoise [19], or scaling the variance by a (possibly time-varying) factor greater than unity [15]. Both pseudonoise addition or covariance scaling rely on the fundamental idea of increasing the covariance of the estimate in the prediction step.

In Ref. [15], Miller artificially scales the predicted covariance matrix $\Sigma_{k+1|k}$ by a time-varying scale factor $\omega_k$ ($\omega_k > 1$) and shows that the Kalman filter recursions remain virtually unchanged, except that the predicted variance $\Sigma_{k+1|k}$ is modified to $\Sigma_{k+1|k} = \omega_k\Sigma_{k+1|k}$. Since $\omega_k > 1$, this has the effect of increasing the covariance, thereby reducing the estimator’s confidence and changing the Kalman gain to be more responsive to new measurements.

We thus use this similar intuition to our mean-variance estimator for the case of the Dirichlet distribution; define $\lambda_k = 1/\omega_k$ (where now $\lambda_k < 1$), and modify the prediction steps in a similar way to Miller; and obtain the direct analog for our mean-variance estimator. Our new update step for the variance is given by

$$\Sigma_{ii}^{-1}(k + 1|k) = \lambda_k \Sigma_{ii}^{-1}(k|k)$$

The variance is now scaled by a factor $1/\lambda_k > 1$ at each iteration. The complete recursion for the Discounted Mean-Variance Estimator is as follows (the prediction and measurement update step have been combined)

$$\bar{p}_i(k + 1|k + 1) = \bar{p}_i(k|k) + 1/\lambda_k \Sigma_{ii}^{-1}(k|k) \delta_{i',t} - \bar{p}_i(k|k)$$

$$\Sigma_{ii}^{-1}(k + 1|k + 1) = \lambda_k \gamma_{k+1} \Sigma_{ii}^{-1}(k|k) + \frac{\delta_{i',t} - \bar{p}_i(k|k)}{\bar{p}_i(k|k)(1 - \bar{p}_i(k+1|k))}$$

Note that since the posterior mean $\bar{p}_i(k+1|k+1)$ is directly dependent on $\Sigma_{ii}(k|k)$, scaling the variance by $1/\lambda_k$ will result in faster changes in the mean than if no scaling were
applied. Table II shows this estimator also in terms of the individual prediction and measurement update steps.

**A. Intuition on the Dirichlet model**

There is a fairly natural counts-based interpretation of covariance scaling for the Dirichlet distribution. Note that the variance of the Dirichlet implies that the following holds,

\[
1/\lambda_k \Sigma_{ii}(k+1|k) = 1/\lambda_k \left( \sum_{i=1}^{N} \alpha_i \right) \alpha_i (\alpha_0 - \alpha_i) / \alpha_0^2 (\alpha_0 + 1) = \lambda_k \alpha_0 (\alpha_0 - \alpha_0) / \lambda_k \alpha_0^2 (\alpha_0 + 1) \quad (7)
\]

When \( \alpha_0 \gg 1 \) (this holds true very early in the estimation process), the above expression is approximately equal to

\[
\frac{\lambda_k \alpha_0 (\lambda_k \alpha_0 - \lambda_k \alpha_0)}{\lambda_k^2 \alpha_0^2 (\alpha_0 + 1)} \approx \frac{\alpha_i (\alpha_0 - \alpha_i)}{\alpha_0^2 (\lambda_k \alpha_0 + 1)} \quad (8)
\]

But this is nothing more than the variance of a Dirichlet distribution where the parameters are chosen in the form \( \alpha' (k) = \lambda_k \alpha (k) \) instead of \( \alpha (k) \). In fact, if the distribution is given by \( f_D (p|\alpha') (k) = K \prod_{i=1}^{N} \tilde{p}_i^{\lambda_k \alpha_i} \), the first two moments are given by

\[
\tilde{p}_i = \lambda_k \alpha_i / \lambda_k \alpha_0 = \alpha_i / \alpha_0 \quad (9)
\]

Hence, the discounted mean variance formulation can be interpreted as updating the counts in the following manner

\[
\alpha_i (k + 1) = \lambda_k \alpha_i (k) + \delta_{i,i'} \quad (10)
\]

rather than \( \alpha_i (k + 1) = \alpha_i (k) + \delta_{i,i'} \) in the undiscounted version.

**B. Switching Models**

Now, consider a specialized case of a time-varying transition matrix: the case when the matrix switches at distinct (but unknown) set of times \( T_{sw} \). In this case, it can be shown that the Mean-Variance estimator will eventually converge to the true model.

The discounted mean-variance estimator does not exhibit the same convergence properties as the undiscounted estimator for arbitrary \( \lambda_k < 1 \); this includes the case of constant \( \lambda_k \), where \( \lambda_k = \lambda < 1 \). This is because the estimator has been modified to always maintain some level of uncertainty by rescaling the uncertainty. In particular, the estimator will constantly be responding to the most recent observations, and will only converge if the following proposition holds.

**Proposition 2:** The discounted mean-variance estimator will converge if \( \lim_{k \to \infty} \lambda_k = 1 \).

**Proof:** The asymptotic variance, \( \Sigma_{ii} (\infty) = \lim_{k \to \infty} \Sigma_{ii}(k) \), is given by

\[
\Sigma_{ii} (\infty) = \lim_{k \to \infty} \left( \frac{1 - \lambda_k \gamma_k}{2 - \lambda_k} \right) \tilde{p}_i (k+1)(1 - \tilde{p}_i (k+1))
\]

and will asymptotically reach zero if both \( \lim_{k \to \infty} \gamma_k = 1 \) and \( \lim_{k \to \infty} \lambda_k = 1 \). If \( \lambda_k = \lambda < 1 \), the variance will not converge to 0; however, if \( \lim_{k \to \infty} \lambda_k = 1 \), the discounted mean estimator will converge to the undiscounted form, and hence the estimator will converge to the true parameter. \( \blacksquare \)

It is shown in the next simulations that using a constant \( \lambda_k \) still provides good estimates of the true parameter, but we caution that to achieve convergence, \( \lambda_k \) should be chosen such that \( \lim_{k \to \infty} \lambda_k = 1 \). Such a choice could for example be \( \lambda_k = 1 - \lambda^k \), where \( \lambda < 1 \).

**V. NUMERICAL SIMULATIONS**

This section presents some numerical simulations showing the effectiveness of the discounted mean-variance estimator. In the first set of examples, we show a set of runs showing the identification of an underlying (non-stationary transition matrix) that switches from \( A^- \) to \( A^+ \) at some unknown time \( T_{sw} \) and show that the discounted mean-variance estimator responds quicker to the change than other estimators, such as the undiscounted version or a finite memory estimator. In the second set of examples, we show an implementation of the discounted mean-variance formulation in an infinite horizon Markov Decision Process, where at each time that the transition matrix is identified, a new control policy is calculated. The optimal objective of each policy converges quicker when the discounted mean-variance approach is used to identify the transition matrix.

**A. Transition Matrix Identification**

This first example has an underlying transition matrix that switches at some unknown time \( T_{sw} \). First, we show the benefit of using the discounted version of the estimator over the undiscounted estimator. This is shown in Figure 1 where the discounted estimator (blue) responds to the change in transition matrix almost instantly at \( t = 50 \) seconds, and after 20 seconds from the switch, has a 50% error (\( \tilde{p} = 0.7 \)) from the true parameter \( p = 0.8 \). The undiscounted estimator (red) has a 50% error after 50 seconds, and is much slower.

Next, compare the identification of this model with a finite memory estimator which calculated by storing all observed
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transitions in previous $M$ time steps,

$$\hat{\alpha}_i(k) = \sum_{j=k-M+1}^{k} \delta^j_{i,i'}$$  \hspace{1cm} (11)

where $\delta^j_{i,i'}$ is unity if a transition occurred from state $i$ to state $i'$ at time $j$. The mean and variance are calculated using

$$\bar{p}_i(k) = \frac{\hat{\alpha}_i}{\hat{\alpha}_0}$$

$$\Sigma_{ii}(k|k) = \frac{\hat{\alpha}_i(\hat{\alpha}_0 - \hat{\alpha}_i)}{\hat{\alpha}_0^2(\hat{\alpha}_0 + 1)}$$

where $\hat{\alpha}_0 = \sum_i \hat{\alpha}_i(k)$. Note that the finite memory estimator does not include information that is older than $M$ time steps. The three estimators compared in the next simulations are

- Estimator #1: Undiscounted estimator
- Estimator #2: Discounted estimator (varying $\lambda_k$)
- Estimator #3: Finite memory estimator (varying $M$)

Table III presents the summary statistics of these simulations in terms of mean absolute error, standard deviation of absolute error, and min/max of the absolute error. A two-sided T-test showed that the difference between the discounted estimator and the finite memory estimator up to $\lambda = 0.925$ and $M = 20$ was statistically significant at $p < 0.01$. Also note that the use of a finite memory estimator generally requires that all the observed transitions in the previous $M$ steps be stored. For large $M$ and a large system, this may in fact be impractical; this memory storage is not required in the discounted mean-variance formulation, where only storing the $\alpha_i(k)$ is required.

### B. Online MDP Replanning

This section considers a machine repair/replacement problem [2] driven by a time-varying transition matrix, posed as a Markov Decision Process (MDP). Similar to the previous example, the transition model is assumed to switch from model $A^-_1$ to model $A^+_1$ at an unknown time $T_{sw}$. The estimate of the transition matrix is updated at each time step with the most recent observations, and the optimal policy for the DP is re-calculated using the current estimate.\(^2\)

1) Problem Statement: A machine can take on one of two states $x_k$ at time $k$: (i) the machine is either running ($x_k = 1$), or (ii) broken (not running, $x_k = 0$). If the machine is running, a profit of $100 is made. The control options available to the user are the following: if the machine is running, a user can choose to either (i) perform maintenance (abbreviated as $u_k = m$) on the machine (thereby decreasing the likelihood the machine failing in the future), or (ii) leave the machine running without maintenance ($u_k = n$). The choice of maintenance has cost, $C_{\text{maint}}$, e.g., the cost of a technician to maintain the machine.

If the machine is broken, two choices are available to the user: (i) repair the machine ($u_k = r$), or (ii) completely replace the machine ($u_k = p$). Both of these two options come at a price, however; machine repair has a cost $C_{\text{repair}}$, while machine replacement is $C_{\text{replace}}$, where for any sensible problem specification, the price of replacement is greater than the repair cost $C_{\text{replace}} > C_{\text{repair}}$. If the machine is replaced, it is guaranteed to work for at least the next stage.

For the case of the machine running at the current time step, the state transitions are governed by the following model

$$\Pr (x_{k+1} = \text{fails} | x_k = \text{running}, u_k = m) = \gamma_1$$

$$\Pr (x_{k+1} = \text{fails} | x_k = \text{running}, u_k = n) = \gamma_2$$

For the case of the machine not running at the current time step, the state transition are governed by the following model

$$\Pr (x_{k+1} = \text{fails} | x_k = \text{fails}, u_k = r) = \gamma_3$$

$$\Pr (x_{k+1} = \text{fails} | x_k = \text{fails}, u_k = p) = 0$$

Note that, consistent with our earlier statement that machine replacement guarantees machine function at the next time step, the transition matrix for the replacement is deterministic. From these two models, we can completely describe the transition matrix if the machine is running or not running at

\(^2\)This problem is sufficiently small that the policy can be quickly recalculated. For larger problems, one might have to resort to Real-Time Dynamic Programming (RTDP) techniques [1].
VI. CONCLUSIONS

This paper has presented a formulation for the identification on non-stationary Markov Chains that uses filtering insight to speed up the response of classical ML-based estimator. We have shown that the addition of an artificial pseudonoise like term is equivalent to a fading of the transition observations using the Dirichlet model; this fading of the observations is similar to fading mechanisms proposed in time-varying parameter estimation techniques, but our pseudonoise-based derivation provides an alternative motivation for actually fading these Dirichlet counts in a perfectly observable system.

Our future work will investigate other forms of non-stationary transition matrices, such as slowly-varying models. Also we will connect the estimation techniques of the transition model to our robust MDP formulations [4] to obtain less conservative robust solutions.
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Fig. 2. At t = 10, the transition matrix changes from $A^{-1}$ to $A^{+1}$, and the MDP solution (after replanning at each observation) using the discounted estimator (blue) converges in the neighborhood of the optimal objective $J^*$ quicker than with using the undiscounted estimator (red).