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Abstract—Multi-step prediction error identification methods are preferred over plain one-step ahead prediction error ones in application contexts (e.g., predictive control) where model accuracy is required over a wide horizon. For sufficiently high prediction horizons, their properties can be shown to be conveniently related to those of output error methods, for which several important issues (e.g., uniqueness of estimation, robustness with respect to the noise model) have been characterized in the literature. The convergence properties of such criteria with respect to the prediction horizon are analyzed.

I. INTRODUCTION

The prediction error minimization (PEM) approach is the core of black-box identification [16], [8], in view of the availability of simple identification algorithms for many model classes and of a significant wealth of theoretical results (e.g., the characterization of bias and variance of the model estimation). Exact correspondence both of the input-output model and of the noise model to the data generating mechanism is necessary for unbiased estimation. In addition, in non ideal conditions, long-term prediction accuracy is not generally achieved by PEM methods and usage of models identified with this approach is not recommended for simulation, system analysis, or control design purposes. On the other hand, simulation error minimization (SEM) methods, while computationally costly, display several desirable properties that overcome the mentioned problems. Most notably the SEM approach can provide unbiased estimates of the input-output model, regardless of the real system noise model structure [15], [16]. Also it is generally capable of obtaining more accurate simulation models. From a numerical minimization standpoint, the shape of the PEM cost function is found to be flatter than the corresponding SEM one near the global minimum [2], [10], which may negatively affect the convergence properties of gradient-based identification algorithms.

An intermediate step between the PEM and the SEM approach is represented by $k$-steps ahead single-step (SSPEM) and multi-step (MSPEM) prediction error minimization methods, that improve the simulation accuracy by extending the prediction horizon and, at the same time, are less costly from the computational side. These approaches are only seldom used, and often confined to specific application contexts. For example, SSPEM methods are sometimes used in time-series analysis (see [1], [7] for some recent works) and in the predictive control context (5), [13], [11] for better long-range prediction performance.

In this paper we first review some major properties of the SEM estimator. Briefly, SEM identification guarantees correctness and consistency of the estimation of the process model, given standard persistence of excitation conditions on the input signal and in the case of matching structure of the process model. The SEM approach also results in a more balanced frequency weighting of the estimation in the under-parameterized case, as opposed to PEM. Secondly, we consider the properties of the SSPEM and MSPEM criteria as the prediction horizon is extended. In this regard, [3], [4] have shown that in the MSPEM estimation of an under-parameterized process model the bias generally shifts from a strong weighting in the high frequency range (in PEM case) to a more uniform frequency weighting, so that MSPEM methods should help obtaining process models that are more accurate in the low and mid frequency ranges. This can be now more clearly interpreted in view of the relation between the MSPEM and SEM criteria. In fact, we prove that, as the prediction horizon increases, both the SSPEM and MSPEM criteria tend to SEM one. This has the important implication that, for sufficiently high prediction horizons, the multi-step approaches are expected to inherit the properties of the SEM, e.g., the unbiasedness even in the absence of a noise model.

The different convergence properties of the two criteria are also discussed. In this regard, the SSPEM approach is shown to tend to the SEM estimates more quickly but less smoothly than the MSPEM one (see also [5]). For this reason, a weighted version of the MSPEM (briefly denoted WMSPEM) is also introduced, on the grounds that by suitably modulating the weighting function one can achieve both smooth and rapid convergence. These results may provide the basis for the development of computationally viable methods for SEM identification, as an alternative to direct minimization of the simulation error and iterating over the prediction horizon.
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1In the model identification context, the SEM approach is more frequently denoted output error minimization (OEM) [16]. In the neural networks community it is instead referred to as parallel (output error) training, as opposed to series-parallel (equation error) [9]. Note also that simulation is sometimes denoted free-run model simulation or model prediction.

2In that context, multi-step ahead prediction methods are also denoted MRI (Model predictive control Relevant Identification) [3], [4], [6] and LRPI [14], [12] (long range prediction identification) methods.
II. PRELIMINARY NOTATION AND DEFINITIONS

A. Linear external representation systems

Let the data generating system \( \mathcal{S} \) be defined by a linear discrete-time equation, in the conventional form:

\[
\begin{align*}
y(t) &= \tilde{y}(t) + n(t), \quad \text{where} \quad (1a) \\
\tilde{y}(t) &= G(z)u(t) \quad \text{and} \quad (1b) \\
n(t) &= H(z)e(t) \quad \text{(1c)}
\end{align*}
\]

denote the process and noise model, respectively. Here, \( G(z) \) and \( H(z) \) are suitable transfer functions in the domain of the complex variable \( z \) \( (i.e. \ z^{-1}x(t) \equiv x(t-1)) \), and \( e(\cdot) \sim WN(0, \lambda^2) \) is a white noise process. Notice that (1) encompasses the well known FIR, ARX, ARMAX and OE model classes. In this work, we assume that the objective function is asymptotically stable. Models (1b) and (2) are deterministic recursive equations, given the appropriate initial conditions on past output values (the input signal is known):

\[
\begin{align*}
\tilde{y}_0 &= \begin{bmatrix} \tilde{y}(-n_a + 1) \\ \vdots \\ \tilde{y}(0) \end{bmatrix}, \\
\hat{y}_0 &= \begin{bmatrix} \hat{y}(-n_a + 1) \\ \vdots \\ \hat{y}(0) \end{bmatrix}
\end{align*}
\]

The system and model parameters are synthetically expressed in vector form as \( \Theta = [a_1 \ldots a_{n_a} b_0 \ldots b_{n_b}]^T \) and \( \Theta^o = [a_1^o \ldots a_{n_a}^o b_0^o \ldots b_{n_b}^o]^T \), respectively.

B. Criteria and algorithms

In the following, the mentioned PEM, SEM, SSPEM, MSPEM and WMSPEM identification criteria are defined and compared. For notation purposes, we denote as \( \hat{y}(t|t_i) \) the predictor of \( y \) at time \( t_F \), given the values of \( u(\cdot) \) and \( y(\cdot) \) up to time \( t_i \) (dependent on \( \Theta \) ). The estimation error is defined as follows:

\[
E(t_F|t_i) = y(t_F) - \hat{y}(t_F|t_i) = \tilde{y}(t_F) - \hat{y}(t_F|t_i) + n(t_F). \quad (3)
\]

Mean square error cost functions are used throughout the paper. The \( k \)-steps ahead SSPEM cost function is defined as

\[
J_p^N(k) = \frac{1}{N-k+1} \sum_{t=k}^{N} E(t|t-k)^2. \quad (4a)
\]

\( N \) denotes the number of data available. The PEM criterion is \( J_p^N(1) \). Similarly, the SEM cost function is defined as

\[
J_s^N = \frac{1}{N} \sum_{i=1}^{N} E(t_i|0)^2. \quad (4b)
\]

The multi-step PEM (MSPEM) criterion with maximum prediction horizon \( k \) is defined as the average of the first \( k \) SSPEM cost functions:

\[
J_{MP}^N(k) = \frac{1}{k} \sum_{i=1}^{k} J_p^{N-k+i}(i). \quad (4c)
\]

We also define a weighted version of the multi-step PEM (WMSPEM) criterion, with maximum prediction horizon \( k \) and “forgetting factor” \( \lambda \), such that \( 0 < \lambda < 1 \):

\[
J_{WMP}^N(k) = \frac{1-\lambda}{1-\lambda^k} \sum_{i=1}^{k} \lambda^{k-i} J_p^{N-k+i}(i). \quad (4d)
\]

In (4d), the multiplicative term \( \frac{1-\lambda}{1-\lambda^k} \) is introduced for normalization reasons.

Asymptotic versions of such criteria are also defined. Assuming that signal \( u(t) \) is quasi-stationary [8], the asymptotic SSPEM, SEM, MSPEM (the MRI criterion used in [3], [4]) and WMSPEM cost functions are:

\[
J_p(\infty) = E[\{ E(t_i|t-k)^2 \}], \quad (5a)
\]

\[
J_s(\infty) = E[\{ E(t_i|0)^2 \}], \quad (5b)
\]

\[
J_{MP}(\infty) = \frac{1}{k} \sum_{i=1}^{k} J_p(i), \quad (5c)
\]

\[
J_{WMP}(\infty) = \frac{1-\lambda}{1-\lambda^k} \sum_{i=1}^{k} \lambda^{k-i} J_p(i), \quad (5d)
\]

respectively, where the operator \( E[\cdot] \) is defined as:

\[
E[f(t)] = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} E[f(t)],
\]

and \( E[\cdot] \) denotes the statistical expectation value operator. Provided that both system (1) and model (2) are asymptotically stable, and that \( u(t) \) and \( y(t) \) are jointly quasi-stationary, the following statements hold [15, 16, 8]:

\[
J_p^N(k) \xrightarrow{N \to \infty} J_p(k), \quad (6a)
\]

\[
J_s^N \xrightarrow{N \to \infty} J_s. \quad (6b)
\]

These properties, in turn, trivially imply:

\[
J_{MP}^N(k) \xrightarrow{N \to \infty} J_{MP}(k), \quad (6c)
\]

\[
J_{WMP}^N(k) \xrightarrow{N \to \infty} J_{WMP}(k). \quad (6d)
\]

III. PROPERTIES OF THE SEM APPROACH

The properties of the SEM identification approach have been widely investigated in the literature, see, e.g., [15, 16, 8]. In this section we recall some major known results.

In the case of perfect process model matching, the parameter estimate \( \theta_N \) which minimizes the sampled criterion (4b) converges to \( \theta^o \) as \( N \to \infty \), under suitable excitation conditions. This can be derived by recalling (6b) and by proving that \( \theta \),
minimizing (5b), is equal to \( \theta^o \). In fact, the simulation error \( \varepsilon(t/0) \) is computed as:

\[
\varepsilon(t/0) = \hat{y}(t) - \bar{y}(t/0) + u(t),
\]

(7)

where \( \bar{y}(t) \) is the generic response of system (1b). Given the uncorrelation of \( n(\cdot) \) and \( \bar{y}(\cdot) \) (since \( n(\cdot) \) and \( u(\cdot) \) are uncorrelated), the SEM criterion is reformulated as

\[
J_S = J_S + E \left[ n(t)^2 \right], \quad \text{where} \quad J_S = E \left[ (\hat{y}(t) - \bar{y}(t/0))^2 \right].
\]

(8)

(9)

Remark that \( \hat{J}_S \) is the component of \( J_S \) which depends on the unknown parameters, i.e., the parameterizations minimizing \( \hat{J}_S \) are also optimal for \( J_S \). Now, observe that:

\[
\hat{J}_S = E \left[ ((G(z) - \hat{G}(z))u(t))^2 \right].
\]

(10)

Therefore, it is apparent that, in the studied case of model and system structures matching, \( \hat{J}_S(\theta^o) = 0 \), so that \( \theta^o \in \Theta \), where \( \Theta = \{ \overline{\theta} | \theta = \text{argmin} J_S = \text{argmin} \hat{J}_S \} \).

In [15] it is shown that the only stationary point of \( J_S \) is \( \theta^o \) if \( u(t) \) is a white noise or an ARMA signal of “sufficiently” low order, compared with the order of \( G(z) \). More in general, the exact parameterization is actually obtained as a result of the identification process if \( u(t) \) is persistently exciting of order \( n_u + n_g + 1 \), see [8]. In that case, \( \theta = \theta^o \).

Regarding the uncertainty of the estimates, see [16]:

\[
\sqrt{N}(\theta_N - \theta^o) \overset{N \to \infty}{\to} \mathcal{N}(0, P_{SEM}),
\]

where \( P_{SEM} \) is the related covariance matrix.

Finally, the under-parameterized case is also of practical interest, and has been studied in the framework of MPC relevant identification criteria, see [4], [13], [14]. It turns out that the model identified by the SEM approach is the “best model” in the frequency range of the input signal bandwidth. In fact, the frequency domain equivalent of expression (10), obtained by means of Parcval’s theorem, is

\[
\hat{J}_S = \frac{1}{2\pi} \int_{-\pi}^{2\pi} |G(e^{j\omega}) - \hat{G}(e^{j\omega})|^2 \Phi_u(\omega) d\omega
\]

(11)

where \( \Phi_u(\omega) \) denotes the spectrum of the input signal \( u(t) \). Notice that in this case the estimation error is weighted only by the frequency characteristics of the input signal, whereas in the PEM case it is affected by the noise model as well.

IV. CONVERGENCE PROPERTIES OF THE SSPEM, MSPEM AND WMPEM CRITERIA

It is of major interest in practical applications to analyze the estimation correctness properties of the employed criteria when the noise structure is unknown. Unlike the SEM, the PEM approach does not yield unbiased estimates if the noise model does not match that of the system. Here we show that the SSPEM, MSPEM and WMPEM criteria provide unbiased estimates as \( k \to \infty \). Therefore, any of them could be used for robust input/output model identification. The choice is mainly a matter of computational efficiency of the respective algorithms. In this respect there is a significant difference between the SSPEM, MSPEM and WMPEM criteria (all basically involving the same set of predictor models, thus having comparable computational complexity for a given \( k \), but different convergence properties), and the SEM, which requires a lengthy iterative optimization procedure.

A. Calculation of the estimation error

Let \( \hat{y}(t+k) \) be the value of \( \hat{y}(t+k) \) computed by iterating \( k \) times the recursive equation (1b), as a function of data \( \bar{y} \) (values of \( \hat{y} \) up to time \( t \)) and \( u^{t+k} \) (values of \( u \) up to time \( t+k \)). One can obtain:

\[
\hat{y}(t+k) = R_k(z) \bar{y}(t) + E_k(z) N_G(z) u(t+k)
\]

where \( R_k(z) \) and \( E_k(z) \) solve the diophantine equation:

\[
1 = D_G(z) E_k(z) + R_k(z) z^{-k}
\]

Analogously, the \( k \)-steps predictor of \( y(\cdot) \) can be expressed as a function of the data \( \bar{y} \) and \( u^{t+k} \) as:

\[
\hat{y}(t+k) = R_k(z) v(t) + \hat{E}_k(z) N_G(z) u(t+k)
\]

where \( v(t) = \hat{R}_k(z) n(t) \), and \( \hat{R}_k(z) \) and \( \hat{E}_k(z) \) solve

\[
1 = \hat{D}_G(z) \hat{E}_k(z) + \hat{R}_k(z) z^{-k}.
\]

Remark that, being \( n(t) \) a zero mean stochastic process, \( v(t) \) is a zero mean stochastic stationary process as well.

Lemma 1: Polynomials \( \hat{E}_k(z) \) and \( \hat{R}_k(z) \) can be reformulated, in matrix notation, as:

\[
\hat{E}_k(z) = C \sum_{i=0}^{k-1} A^i B z^{-i}
\]

(13a)

\[
\hat{R}_k(z) = C A^k \left[ \begin{array}{c} z^{-n_u+1} \\ \vdots \\ 1 \end{array} \right]
\]

(13b)

where \( C = \left[ \begin{array}{ccc} 0 & \ldots & 0 & 1 \end{array} \right] \), \( B = C^T \) and

\[
A = \left[ \begin{array}{cccc} 0 & \ldots & 0 & 1 \\ \vdots & \ddots & \vdots & \vdots \\ -a_{n_u-1} & \ldots & -a_{n_u-1} \end{array} \right].
\]

Proof: Consider the linear model of the form:

\[
x(t+1) = Ax(t) + Bu(t+1)
\]

\[
y(t) = Cx(t)
\]

where \( x \in \mathbb{R}^{n+1} \). The transfer function \( C(I - \Lambda z^{-1})^{-1} B \) of such system equals \( 1/D_G(z) \). Furthermore, since \( x_1(t) = y(t - n_u + 1), \ldots, x_n(t) = y(t) \), it holds that:

\[
(I - \Lambda z^{-1})^{-1} B = C(I - \Lambda z^{-1})^{-1} B \left[ \begin{array}{c} z^{-n_u+1} \\ \vdots \\ 1 \end{array} \right] = \frac{1}{D_G(z)} \left[ \begin{array}{c} z^{-n_u+1} \\ \vdots \\ 1 \end{array} \right]
\]

(14)

Now, observing that

\[
C(I - \Lambda z^{-1})^{-1} B = C \sum_{i=0}^{n_u-1} A^i B z^{-i} = C \sum_{i=0}^{n_u-1} A^i B z^{-i} + C A^k z^{-k} (I - \Lambda z^{-1})^{-1} B
\]

\[
= C \sum_{i=0}^{n_u-1} A^i B z^{-i} + C A^k z^{-k} \left[ \frac{1}{D_G(z)} \right] \left[ \begin{array}{c} z^{-n_u+1} \\ \vdots \\ 1 \end{array} \right]
\]

\[
= \hat{E}_k(z) + \frac{\hat{R}_k(z)}{D_G(z)} z^{-k}
\]
where the infinity norm of a matrix $M \in \mathbb{R}^{h \times k}$ is given by:
\[
\|M\|\infty = \max_{i=1, \ldots, h} \sum_{i=1}^{k} |M_{i,j}|
\]
Since matrix $A$ is Shur, there exists a constant $\beta_0$ such that:
\[
\|A\|\infty \leq \beta_0 \alpha^k
\]
and $\alpha$ is the spectral radius of matrix $A$. Therefore:
\[
|\hat{J}_P(k) - \hat{J}_S| \leq (\beta_0^2 \alpha^k + 2\beta_0) \hat{J}_S \alpha^k.
\]
Then, by (15) and (19b),
\[
|\Delta_k^{(1)}| = \left| \mathbb{E} \left[ \sum_{i=1}^{n_k} CA^k \varepsilon_i n(t - n_a + i) \sum_{j=1}^{n_n} (n(t - n_a + j) - \alpha^k) (\varepsilon_i CA^k)^T \right] \right|
\]
\[
= \left| \sum_{i=1}^{n_k} \sum_{j=1}^{n_n} \varepsilon_i^T \mathbb{E} [n(t - n_a + i) n(t - n_a + j)] (\varepsilon_i CA^k)^T \right|
\]
\[
\leq \|CA^k\|_2 \sum_{i=1}^{n_k} \sum_{j=1}^{n_n} \varepsilon_i \varepsilon_j (\alpha^k) \gamma_n(0)
\]
\[
\leq \|CA^k\|_2^2 \gamma_n(0) \leq \|A^k\|_2 \gamma_n(0) \leq \beta_0^2 \alpha^k \gamma_n(0)
\]
where expression (22) has been used again, and $\gamma_n(\tau)$ is the covariance function of $n(t)$. On the other hand, expression (19c) can be reformulated as:
\[
\Delta_k^{(2)} = -2 \sum_{i=1}^{n_k} CA^k \varepsilon_i \gamma_n(k + n_a - i)
\]
Its absolute value is
\[
|\Delta_k^{(2)}| \leq 2 \sum_{i=1}^{n_k} CA^k \varepsilon_i \gamma_n(0)
\]
\[
\leq 2 \|CA^k\|_2 \gamma_n(0) \leq 2 \|A^k\|_2 \gamma_n(0) \leq 2 \beta_0 (\alpha^k).
\]
From equations (20), (23), (24) and (25):
\[
|\hat{J}_P(k) - \hat{J}_S| \leq (\beta_0^2 \alpha^k + 2\beta_0) (\hat{J}_S + \gamma_n(0)) \alpha^k
\]
\[
\leq (\beta_0^2 + 2\beta_0) \hat{J}_S \alpha^k
\]
which proves (17) with $M_P = \beta_0^2 + 2\beta_0$.

**Corollary 1:** Let $\mathcal{S}$ be a linear external representation system with additive noise model, of type (1). Let $\mathcal{A}$ be a model of structure (2). Let $\hat{J}_{MP}(k)$ be the asymptotic MSPEM and WMSPEM criteria (5c) and (5d) respectively and let $\hat{J}_S$ be the SEM one (5b). Assume that $e(\cdot)$ is uncorrelated with input signal $u(\cdot)$. Then there exist constants $M_P > 0$ and $0 < \alpha < 1$ such that:
\[
\frac{|\hat{J}_P(k) - \hat{J}_S|}{\hat{J}_S} \leq \frac{1}{M_P} \frac{1}{1 - \alpha}
\]
(26a)
\[
\frac{|\hat{J}_{WMP}(k) - \hat{J}_S|}{\hat{J}_S} \leq \frac{\lambda (\lambda^k - \alpha^k)}{\lambda - \alpha} \frac{1}{M_P}
\]
(26b)
$\lambda$ being the “forgetting factor” appearing in criterion (5d).

**Proof:** From (17):
\[
|\hat{J}_P(k) - \hat{J}_S| \leq \frac{1}{k} \sum_{i=1}^{k} |\hat{J}(i) - \hat{J}_S| \leq \frac{1}{k} \sum_{i=1}^{k} |\hat{J}(i) - \hat{J}_S| \leq \frac{1}{k} \sum_{i=1}^{k} M_P \hat{J}_S a\alpha^k \leq \frac{\alpha (1 - \alpha^k)}{1 - \alpha} M_P \hat{J}_S
\]
\[
\leq \frac{\alpha}{1 - \alpha} M_P \hat{J}_S.
\]

---

**Theorem 1:** Let $\mathcal{S}$ be a linear external representation system with additive noise model, of type (1). Let $\mathcal{A}$ be a model of structure (2). Let $\hat{J}_P(k)$ be the SSPEM criterion (5a) and let $\hat{J}_S$ be the asymptotic SEM criterion (5b). Assume that $e(\cdot)$ is uncorrelated with input signal $u(\cdot)$. Then, there exist constants $M_P > 0$ and $0 < \alpha < 1$ such that:
\[
\frac{|\hat{J}_P(k) - \hat{J}_S|}{\hat{J}_S} \leq \frac{1}{M_P} \frac{1}{1 - \alpha}
\]
Similarly:
\[
|J_{WMP}(k) - J_S| \leq \frac{1 - \lambda}{1 - \lambda^k} \sum_{i=1}^{k} \lambda^{k-i} |J_P(i) - J_S|
\]
\[
\leq \sum_{i=1}^{k} \lambda^{k-i} |J_P(i) - J_S|
\]
\[
\leq \lambda^k \sum_{i=1}^{k} M_P(\frac{\alpha}{\lambda}) |J_S| \leq \alpha \frac{\lambda^k - \alpha^k}{1 - \alpha} M_P J_S
\]

and we obtain the statement (26b).

The previous results guarantee that, for sufficiently long prediction horizons \(k\), the SSPEM, MSPEM and WMSPEM criteria lead to “sufficiently good” identification results, regardless of the noise structure. Notice that the real parameter vector \(\theta^o\) minimizes \(J_S\), whereas, in general, it does not minimize any multi-stage criteria if \(k\) is finite. Furthermore, \(|J_P(k) - J_S|/J_S\) and \(|J_{WMP}(k) - J_S|/J_S\) have an exponential decay, whereas \(|J_{MP}(k) - J_S|/J_S\) has an hyperbolic decay (see Figure 1). The SSPEM yields a faster convergence (with respect to \(k\)) than both the MSPEM and WMSPEM criteria. However, choosing suitable values for \(\lambda\), the convergence of the WMSPEM criterion can be significantly enhanced. This can be exploited to obtain a much smoother convergence than the SSPEM without sacrificing the rate of convergence. Figure 1 compares the bounding functions appearing in equations (17), (26a) and (26b), for different values of the “forgetting factor” \(\lambda\), and assuming \(M_P = 1\) and \(\alpha = 0.3\).

The values of the variances of the white noise terms \(e_1(\cdot), e_2(\cdot), e_3(\cdot)\) have been assigned in order to enforce a noise variance \(\mathbb{E}[n(t)^2] = \sigma^2\) in all the three cases. An ARX model \(\mathcal{M}\) is used in the identification process with a process model structure matching that of system \(\mathcal{S}\) (27):
\[
y(t) = -ay(t - 1) + b_0u(t) + b_1u(t - 1) + \varepsilon(t)
\]

Despite the model matching condition, it can be shown that least squares estimation minimizing the PEM criterion yields biased estimation for all cases (OE, ARMAX, ARARX). Consider now the minimization of the SEM criterion, the system being excited by a white noise input signal \(u(t) \sim WN(0, \lambda^2)\). According to the results in Section III this criterion is minimized if and only if \(a = a^o, b_0 = b_0^o\) and \(b_1 = b_1^o\). This can be evidenced by computing (with Monte-Carlo simulation) the sampled probability distribution functions of the parameter estimates obtained with the SEM approach. For this purpose, the data generated according to equations (27), using the three noise structures in (28) with \(\sigma^2 = 1\), are considered. The estimation is performed on 1000 realizations for each of the different processes (OE, ARMAX, ARARX). To test the consistency and correctness properties of the SEM estimator, the simulation experiment is repeated for different values of the number of samples, see Figure 2. In accordance with [15], there is no bias for any noise model structure and the estimation uncertainty decreases as the number of samples grows.

V. Example

Consider the data generation mechanism \(\mathcal{S}\):
\[
\hat{y}(t) = -a^o\hat{y}(t-1) + b_0^o u(t) + b_1^o u(t-1)
\]
\[
y(t) = y(t) + n(t)
\]

where \(a^o = -0.8, b_0^o = 1,\) and \(b_1^o = 0.3\).

Assume that the noise term \(n(t)\) is generated according to three different model structures resulting in an overall model of type OE, ARMAX(1,2,1), ARARX(1,2,1), respectively:

OE: \(n(t) = e_1(t) - 0.8e_1(t-1),\) \(e_1(\cdot) \sim (0, \sigma_1^2)
\)

ARMAX: \(n(t) = e_2(t) - 0.5e_2(t-1),\) \(e_2(\cdot) \sim (0, \sigma_2^2)
\)

ARARX: \(n(t) = -0.5n(t-1) + e_3(t),\) \(e_3(\cdot) \sim (0, 0.75\sigma_3^2)
\]

(28)

Next, we test the SSPEM, MSPEM and WMSPEM approaches on the same example to show that they lead to unbiased estimates as the prediction horizon \(k\) increases. For this purpose we concentrate on a single realization of the ARARX model structure, and perform parameter estimation based on the SEM, SSPEM, MSPEM and WMSPEM (\(\lambda = 0.8\)) criteria, for \(k = 1, ..., 50\). Here \(N = 1000\), and the noise variance equals \(\sigma^2 = 1\). Apparently, (see Figure
3), the SSPEM, MSPEM and WMSPEM estimates tend to the SEM ones as \( k \) increases. Since the SEM estimates are asymptotically unbiased, the same applies to the SSPEM and MSPEM estimates for \( k \to \infty \). Figure 3 also illustrates the convergence properties of the criteria for increasing \( k \). More precisely, MSPEM has a slower but smoother convergence (with respect to the maximum prediction horizon \( k \)) than SSPEM, thanks to its inherent averaging of predictions at different horizons, see (17), (26a) and (26b).

A test is performed on the extended horizon prediction criteria, aimed at analyzing the estimation uncertainty as a function of \( k \). The sampled probability density functions of the parameter estimates obtained with the SSPEM and MSPEM criteria, for \( k = 1, 5, 10 \) are computed. The usual Monte-Carlo method is employed for this purpose, with 1000 realizations of system (27) with an OE noise structure and \( N = 1000 \). As expected, the uncertainty for both the SSPEM and MSPEM criteria tends towards the uncertainty related to SEM estimation as \( k \) increases (see Figure 4).

Fig. 3. Estimates of \( a^1, b^1, b^2 \) (first, second and third row respectively) obtained by the SEM criterion (dotted line), by SSPEM (continuous line), by MSPEM (dash-dot line) and by WMSPEM (continuous line with circles), computed on a single realization of the process in the ARAX model case of implicit modelling for predictive control. In the 47th IEEE CDC, Cancun, Mexico, Dec. 9-11, 2008

VI. CONCLUSIONS

In this paper the properties of multi-step identification criteria are analyzed. Indeed, criteria with extended prediction horizon are shown to inherit the correctness and consistency properties of the output error minimization (or simulation error minimization) approach, for sufficiently high values of the prediction horizon. The convergence properties of these criteria are investigated and a weighted version of the multi-step ahead prediction criterion is formulated to achieve the best compromise in terms of smoothness and rapidity of convergence. An example is provided to illustrate the stated results. An identification approach based on multi-step criteria is envisaged as an iterative method for output error estimation.
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