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Abstract—In this paper, we review the recent results on stability and control for time-varying sets of nonlinear time-varying dynamical systems and utilize them for the problem of multi-vehicle coordinated motion in the context of obstacle avoidance where obstacles are approximated and enclosed by elliptic shapes. Specifically, we design distributed controllers for individual vehicles moving in a specified formation in the presence of such obstacles. The obstacle avoidance algorithm that we propose is based on transitional trajectories which are defined by a set of ordinary differential equations that exhibit a stable elliptical limit cycle. The control framework is implemented on the system of double integrators and is shown to globally exponentially stabilize moving formation of the agents in pursuit of a leader while ensuring obstacle avoidance.

I. INTRODUCTION

Multi-vehicle systems present a class of interconnected dynamical systems where vehicles are often coupled through the common task that they need to accomplish, but otherwise dynamically decoupled, meaning that the motion of one does not directly affect the others. The complexity of multi-vehicle cooperative manoeuvres as well as environmental conditions often necessitate the design of feedback control algorithms that use information about current position and velocity of each vehicle to steer them while maintaining a specified formation. For example, for mobile agents operating in foggy environment or located far from each other, open-loop visual control for coordinated motion becomes impractical. In this case, feedback control algorithms are required for individual vehicle steering which determine how a given vehicle maneuvers based on positions and velocities of nearby vehicles and/or on those of a formation leader.

Analysis and control design for networks of mobile agents has received considerable attention in the literature. A number of recent papers propose rigorous mathematical techniques for the analysis of networks of agents [1], [2], [3], [4], [5]. Distributed control of robotic networks has been extensively studied in [6], [5] where the authors develop a variety of control algorithms for network consensus. A survey of recent research results in cooperative control of multi-vehicle systems was performed in [7].

It was shown in [8] that a specified formation of multiple vehicles can be characterized by a time-varying set in the state space, and hence, the problem of control design for multi-vehicle coordinated motion is equivalent to design of stabilizing controllers for time-varying sets of nonlinear dynamical systems. Authors in [8] developed stability analysis and control design framework for time-varying sets of nonlinear time-varying dynamical systems using vector Lyapunov functions. Specifically, distributed control algorithms were designed for multi-vehicle coordination and are shown to globally exponentially stabilize multi-vehicle formations.

Some obstacle avoidance strategies for multi-vehicle problems include decentralized control approaches where local control laws are defined for each agent based on local information [9], [10] and behavior-based methods presented in [11], [12]. Perhaps, the most promising approach to obstacle avoidance is the potential field method which has been extensively utilized for mobile robots with static and dynamic obstacles implemented in real time experiments [13], [14], [15] and applied with robust controllers such as sliding mode control law [16].

Another more recent, rarely employed approach to obstacle avoidance is the limit cycle based method. Authors in [17] use limit cycles to generate trajectories for robot manipulators while avoiding obstacles. They define unstable limit cycles as objects of finite size and shape as a way of modeling complex obstacles to be avoided. The use of stable limit cycles as a navigation method has been introduced for obstacle avoidance of mobile robots in [18], [19]. The approach only considers circular limit cycles for mobile robots which are suitable for shapes with approximately the same length and width.

In this paper, we present an obstacle avoidance strategy that involves transitional trajectories defined as solutions to a set of ordinary differential equations possessing a stable limit cycle of elliptical shape. The obstacle is encircled by such ellipse and once detected, the trajectory of an agent is replanned in such a way that the new trajectory follows a solution to the above system of ODEs. As soon as the obstacle is cleared, the trajectory of the agent is set back to the original trajectory the agent was following before encountering an obstacle. We combine this obstacle avoidance strategy with the distributed control algorithms for multi-vehicle coordinated motion developed in [8] to achieve stable coordination in the presence of obstacles.

II. STABILITY AND STABILIZATION OF TIME-VARYING SETS

In this section, we review the recent results developed in [8] on stability and stabilization of time-varying sets for time-varying nonlinear dynamical systems using vector Lyapunov functions [20], [21], [22]. To elucidate this, consider the time-varying nonlinear dynamical system given by

\[
\dot{x}(t) = f(t, x(t)), \quad x(t_0) = x_0, \quad t \geq t_0, \tag{1}
\]

where \(x(t) \in \mathcal{D} \subseteq \mathbb{R}^n\), \(t \geq t_0\), is the solution to (1), \(t_0 \in [0, \infty)\), \(\mathcal{D}\) is an open set, \(0 \in \mathcal{D}\), \(f(t, 0) = 0\), \(t \geq t_0\), and \(f(\cdot, \cdot)\) is Lipschitz continuous on \([0, \infty) \times \mathcal{D}\).

The following definition introduces several types of stability for time-varying sets of nonlinear time-varying dynamical systems. For this definition, \(D_0(t) \equiv D_0\), \(t \geq t_0\), is a time-varying set such that, at each instant of time \(t \geq t_0\), \(D_0(t)\) is a compact set and \(O_2(D_0(t)) \equiv \{x \in \mathcal{D} : \text{dist}(x, D_0(t)) < \varepsilon\}, t \geq t_0\), defines the \(\varepsilon\)-neighborhood of
Consider the multi-agent dynamical system (1). Let $D^0_i$ be a time-varying set such that $D^0_i$ is positively invariant with respect to (1) and at each instant of time $t \in [t_0, \infty)$, $D^0_i(t)$ is a compact set.

i) If the zero solution to (4) is uniformly Lyapunov stable, then $D^0_i$ is uniformly Lyapunov stable with respect to (1).

ii) If the zero solution to (4) is uniformly asymptotically stable, then $D^0_i$ is uniformly asymptotically stable with respect to (1).
where $\mathcal{R}_i \triangleq \{(x, t) \in \mathbb{R}^n \times [0, \infty) : V'_i(t, x_i)G_i(t, x) = 0\}, i = 1, \ldots, q$. In addition, assume that the zero solution $\zeta(t) \equiv 0$ to

$$
\dot{z}(t) = w(t, z(t)), \quad z(0) = z_0, \quad t \geq t_0, \tag{10}
$$
is uniformly asymptotically stable. Then $D^i_\sigma$ is uniformly asymptotically stable with respect to the nonlinear dynamical system (6) with the feedback control law $u = \varphi(t, x) = [\varphi^1(t, x), \ldots, \varphi^q(t, x)]^T, x \in \mathbb{R}^n, t \in [0, \infty)$, given by

$$
\varphi_i(t, x) = \begin{cases}
\sigma(t) - \sigma_i(t, x) \quad &\text{if } \sigma_i(t, x) \neq 0; \\
\sigma_i(t, x) = 0, &\text{if } \sigma_i(t, x) = 0,
\end{cases}
$$

where $\sigma_i(t, x)$, $t \geq t_0$, satisfies (7), $\lambda_i(t, x) \triangleq \mu_i^2(t, x) + (\sigma_i(t, x))2, \mu_i(t, x) \triangleq \mu_i(t, x) - w_i(t, V(t, x)) + \frac{\partial V_i}{\partial t}(t, x)u_{ei}(t), \mu_i(t, x) \triangleq \frac{V_i(t, x)}{V_i(t, x)}f_i(t, x), \sigma_i(t, x) \triangleq G_i(t, x)V_i(t, x), \text{ and } c_{0i} > 0, i = 1, \ldots, q$. If, in addition, $\alpha(t)$ and $\beta(t)$ are class $\mathcal{K}_\infty$ functions and the zero solution $\zeta(t) \equiv 0$ to (10) is globally uniformly asymptotically stable, then $D_i^0$ is globally uniformly asymptotically stable with respect to (6) with the feedback control law $u = \varphi(t, x)$ given by (11). Further, if there exist constants $\nu > 1$, $\alpha > 0$ and $\beta > 0$ such that, instead of (8), the following inequality holds

$$
\alpha[\text{dist}(x, D_0^i(t))]^\nu \leq e^\nu V(t, x) \leq \beta[\text{dist}(x, D_0^i(t))]^\nu, \quad (x, t) \in \mathbb{R}^n \times [0, \infty), \tag{12}
$$

and the zero solution to (10) is uniformly exponentially stable, then $D_0^i$ is uniformly exponentially stable with respect to (6) with the feedback control law (11). Finally, if (12) holds and the zero solution to (10) is globally uniformly exponentially stable, then $D^i_\sigma$ is globally uniformly exponentially stable with respect to (6) with the feedback control law (11).

### III. Obstacle Avoidance Strategy

In this section, we consider planar motion of the agents. Our obstacle avoidance strategy is based on approximating obstacles as continuously differentiable shapes that can be represented as the limit cycle solution of the planar system of ordinary differential equations. Specifically, we encircle an obstacle by an ellipse which serves as a limit cycle orbit of a certain two-dimensional dynamical system. As soon as the obstacle is detected, the trajectory of an agent is replanned so as to follow a solution of the above system until the obstacle is cleared. To elucidate this approach, introduce the state variables of the transitional trajectory as

$$
\begin{aligned}
\dot{x} &= x - x_c, \\
\dot{y} &= y - y_c,
\end{aligned} \tag{13}
$$

where $x, y$ denote horizontal and vertical displacements of an agent and $x_c, y_c$ denote the location of the vertical cycle origin. We consider limit cycles of elliptical form given by the zero level set of the following function

$$
l(\tilde{x}, \tilde{y}) = \frac{(\tilde{x} \cos \phi + \tilde{y} \sin \phi)^2}{a} + \frac{(-\tilde{x} \sin \phi + \tilde{y} \cos \phi)^2}{b}, \tag{14}
$$

where $\tilde{x}$ and $\tilde{y}$ are defined in (13), $a$ and $b$ are semi-major and semi-minor axes, respectively, and $\phi$ is the angle representing the orientation of the ellipse’s semi-major axis relative to the horizontal axis. Thus,

$$
l(\tilde{x}, \tilde{y}) = 0 \quad \text{(15)}
$$
defines an ellipse centered at $(x_c, y_c)$ with semi-major and semi-minor axes $a$ and $b$, respectively, and with the semi-major axis forming angle $\phi$ relative to the horizontal axis.

Next, we consider a planar dynamical system that exhibits a limit cycle of the form (15) and that is given by

$$
\begin{aligned}
\dot{\tilde{x}} &= h_1(\tilde{x}, \tilde{y}) - \tilde{z}(\tilde{x}, \tilde{y}), \\
\dot{\tilde{y}} &= h_2(\tilde{x}, \tilde{y}) - \tilde{y}(\tilde{x}, \tilde{y}),
\end{aligned} \tag{16}
$$

where $h_1(\tilde{x}, \tilde{y})$ and $h_2(\tilde{x}, \tilde{y})$ represent the agent dynamics on the limit cycle, that is, when $l(\tilde{x}, \tilde{y}) = 0$. The dynamics of (16) must ensure that a trajectory starting from any point outside of the limit cycle, that is, when $l(\tilde{x}, \tilde{y}) > 0$, will converge to the limit cycle without crossing it.

The motion of a particle along the ellipse given by (15) with the angular speed $\omega$ is given by

$$
\begin{aligned}
\dot{x} &= a \cos \phi \cos \omega t - b \sin \phi \sin \omega t, \\
\dot{y} &= a \sin \phi \cos \omega t + b \cos \phi \sin \omega t.
\end{aligned} \tag{17}
$$

Thus, the time derivative of (17) can be written as

$$
\begin{aligned}
\dot{x} &= -\omega(a \cos \phi \cos \omega t - b \sin \phi \cos \omega t), \\
\dot{y} &= \omega(-a \sin \phi \sin \omega t + b \cos \phi \cos \omega t).
\end{aligned} \tag{18}
$$

Note that, $\omega > 0$ and $\omega < 0$ represent counterclockwise (CCW) and clockwise (CW) rotation of the particle, respectively. Eliminating $\cos \omega t$ and $\sin \omega t$ from (17) and (18), we obtain

$$
\begin{aligned}
\dot{x} &= \frac{a}{b}(h_{e1}x - h_{e12}), \\
\dot{y} &= \frac{a}{b}(h_{e2}x - h_{e21}),
\end{aligned} \tag{19}
$$

which represents particle dynamics on the limit cycle, where

$$
\begin{aligned}
h_{e1} &= a^2 - b^2 \sin \phi \cos \phi, \\
h_{e12} &= a^2 \cos^2 \phi + b^2 \sin^2 \phi, \\
h_{e21} &= b^2 \cos^2 \phi + a^2 \sin^2 \phi.
\end{aligned}
$$

Thus, $h_1(\tilde{x}, \tilde{y})$ and $h_2(\tilde{x}, \tilde{y})$ in (16) are given by

$$
\begin{aligned}
h_1(\tilde{x}, \tilde{y}) &= \frac{a}{b}(h_{e1}x - h_{e12}), \\
h_2(\tilde{x}, \tilde{y}) &= \frac{a}{b}(h_{e2}x - h_{e21}).
\end{aligned} \tag{20}
$$

**Lemma 3.1:** The trajectories defined by (16) asymptotically converge to the elliptical limit cycle given by (15) for all initial conditions in $N = \{(\tilde{x}, \tilde{y}) \in \mathbb{R}^2 : l(\tilde{x}, \tilde{y}) > 0\}$.

**Proof.** Consider the following Lyapunov function candidate given by

$$
V(\tilde{x}, \tilde{y}) = \frac{a^2 b^2}{2}l(\tilde{x}, \tilde{y}), \quad (\tilde{x}, \tilde{y}) \in \mathcal{N}. \tag{21}
$$

Note that $V(\tilde{x}, \tilde{y}) > 0$ for all $(\tilde{x}, \tilde{y}) \in \mathcal{N}$. Furthermore, the Lyapunov derivative along trajectories of (16) is given by

$$
\dot{V}(\tilde{x}, \tilde{y}) = -l(\tilde{x}, \tilde{y})[a^2(-\tilde{x} \sin \phi + \tilde{y} \cos \phi)^2 + b^2(\tilde{x} \cos \phi + \tilde{y} \sin \phi)^2] < 0, \quad (\tilde{x}, \tilde{y}) \in \mathcal{N},
$$

which implies asymptotic convergence of the trajectories of (16) to the ellipse (15) for all initial conditions in $\mathcal{N}$. 

Note that an agent is only required to remain on the trajectory converging to a limit cycle for a finite period of time until an obstacle is cleared. As soon as the obstacle is cleared the agent returns back to its original trajectory.
IV. CONTROL DESIGN FOR MULTI-VEHICLE COORDINATED MOTION

In this section, we apply the results of Sections II and III to a problem of coordinated motion of multiple vehicles in pursuit of a (virtual) leader while the vehicles and the leader encounter obstacles. Since a specified formation of multiple vehicles can be characterized by a time-varying set in the state space, the problem of control design for multi-vehicle coordinated motion is equivalent to design of stabilizing controllers for time-varying sets of nonlinear dynamical systems. Thus, using the stability and control results developed for time-varying sets, we design distributed control algorithms for stabilization of a multi-vehicle formation. Specifically, we design a distributed feedback control law that drives individual vehicles to a configuration with specified distances and orientation with respect to a leader while maintaining this configuration throughout the motion of the leader. To elucidate the control design, consider planar motion of $q$ agents with the individual agent dynamics given by

\[
\begin{align*}
\dot{x}_i(t) &= u_{xi}(t), \quad x_i(0) = x_{i0}, \quad \dot{x}_i(0) = \bar{x}_i, \quad t \geq 0, \\
\dot{y}_i(t) &= u_{yi}(t), \quad y_i(0) = y_{i0}, \quad \dot{y}_i(0) = \bar{y}_i, \quad t \geq 0,
\end{align*}
\]

where $x_i : [0, \infty) \to \mathbb{R}$ and $y_i : [0, \infty) \to \mathbb{R}$, $i = 1, \ldots, q$, are the displacements of the $i$th agent in the horizontal and vertical directions, respectively, and $u_{xi}$ and $u_{yi}$ are the control forces acting on the $i$th agent in the horizontal and vertical directions, respectively. Next, define $\eta_i \triangleq [x_i, y_i, \dot{x}_i, \dot{y}_i]^T, i = 1, \ldots, q$, and $\eta \triangleq [\eta_1^T, \ldots, \eta_q^T]^T$. Then the generalized dynamics (23), (24) for $q$ agents can be written in the state space form as

\[
\dot{\eta}(t) = (I_q \otimes A)\eta(t) + (I_q \otimes B)u(t), \quad \eta(0) = \eta_0, \quad t \geq 0,
\]

where $\eta_0 = [\eta_0^1, \ldots, \eta_0^q]^T$, $u_0 = [x_{i0}, y_{i0}, \dot{x}_{i0}, \dot{y}_{i0}]^T$, $u_i \triangleq [u_{xi}, u_{yi}]^T$, $u \triangleq [u_1, \ldots, u_q]^T$, “$\otimes$” is the Kronecker product, $I_q \in \mathbb{R}^{q \times q}$ is the identity matrix, and $A, B$ are given by

\[
A = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
0 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{bmatrix}.
\]

Furthermore, we define the time-varying sets

\[
D_i(t) \triangleq \{\eta \in \mathbb{R}^{4q} : \eta_i - p_i(t) = 0\}, \quad t \geq 0, \quad i = 1, \ldots, q,
\]

where

\[
p_i(t) \triangleq \begin{bmatrix}
x_{iL}(t) + \xi_{iL} \\
y_{iL}(t) + \eta_{iL} \\
\tilde{x}_i(t) \\
\tilde{y}_i(t)
\end{bmatrix}, \quad t \geq 0, \quad i = 1, \ldots, q,
\]

\[x_{iL}(t), \ y_{iL}(t), \ t \geq 0, \ \text{are, respectively, horizontal and vertical positions of the leader,} \ \tilde{x}_i(t), \ \tilde{y}_i(t), \ t \geq 0, \ \text{are, respectively, horizontal and vertical velocities of the leader,} \ \text{and} \ \xi_{iL}, \ \eta_{iL} \in \mathbb{R} \ \text{are, respectively, desired horizontal and vertical distances between the} \ \text{ith agent and the leader. Note that each set} \ D_i(t), \ t \geq 0, \ i = 1, \ldots, q, \ \text{defines relative position and velocity of the} \ \text{ith agent with respect to the leader. In order to construct the set} \ D_i(t), \ t \geq 0, \ i = 1, \ldots, q, \ \text{only the local information about the relative position and}

velocity of the} \ \text{ith agent with respect to the leader is needed. Furthermore, the intersection of respect of the leader is needed.}

Thus, the desired formation of agents with respect to the leader where all agents maintain specified distances and velocities with respect to the leader.

Next, we define the component decoupled vector function $V : [0, \infty) \times \mathbb{R}^{4q} \to \mathbb{R}^q$ such that $V(t, \eta) = [V_1(t, \eta_1), \ldots, V_q(t, \eta_q)]^T$, where

\[V_i(t, \eta_i) = (\eta_i - p_i(t))^T P(\eta_i - p_i(t)), \quad \eta_i \in \mathbb{R}^4, \quad t \geq 0, \quad i = 1, \ldots, q.
\]

where

\[P = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} > 0.
\]

Note that $V_i(t, \eta_i) = 0$, $\eta_i \in D_i(t), \ t \geq 0$, and $V_i(t, \eta_i) \geq 0$, $\eta_i \in \mathbb{R}^{4q} \setminus D_i(t), \ t \geq 0$, $i = 1, \ldots, q$. In addition, since $\lambda_{\min}(P) = \lambda_{\max}(P) = 1$, condition (12) is satisfied with $\alpha = \frac{1}{2}$, $\beta = 2$, $\nu = 2$, $\text{dist}(\eta_i, D_i(t)) \geq [(\eta_i - p_i(t))^T (\eta_i - p_i(t))]^{\frac{1}{2}}$, $\eta_i \in \mathbb{R}^{4q}, \ t \geq 0$, where $p(t) \triangleq [p_1(t), \ldots, p_q(t)]^T$. Furthermore, it can be shown that, for $R_i \triangleq \{(q, t) \in \mathbb{R}^{4q} \times [0, \infty) : V_i(t, \eta_i)B = 0, i = 1, \ldots, q$, condition (9) is satisfied with

\[
\frac{\partial V_i(t, \eta_i)}{\partial \eta} + V_i(t, \eta_i)A\eta_i(t) \leq -\gamma_i V_i(t, \eta_i),
\]

for $\gamma_i \in (0, 1], i = 1, \ldots, q$. In this case, the zero solution to (10) is globally exponentially stable with

\[w(z) = [\gamma_1 z_1, \ldots, -\gamma_q z_q]^T.
\]

Hence, it follows from Theorem 2.2 that the time-varying set $D_0^T$ defined by (29) is globally uniformly exponentially stable with respect to (25) with the feedback control law $u_i = \phi_i(t, \eta_i), i = 1, \ldots, q$, given by (11) with $\mu_i(t, \eta_i) \triangleq \rho_i(t, \eta_i) - \omega_i V_i(t, \eta_i) + \frac{\omega_i(\rho_i(t, \eta_i))}{\sigma_i(t, \eta_i)}$, $\rho_i(t, \eta_i) \triangleq B_i^TV_i(t, \eta_i)A\eta_i$, $\sigma_i(t, \eta_i) \triangleq B_i^TV_i(t, \eta_i)$, $\omega_i(t) \triangleq [\bar{x}_i(t), \bar{y}_i(t)]^T$, and $w(V, \eta_i)$ given by (33). Note that the feedback control law $u_i = \phi_i(t, \eta_i), i = 1, \ldots, q$, is a distributed control algorithm [5], [6] which uses only local information about relative position and velocity of the $i$th agent with respect to the leader. This allows to reproduce this controller without changing its structure as many times as the number of agents in order to steer individual agent while maintaining a specified formation with respect to the leader.

Now, according to our obstacle avoidance strategy, when obstacles are detected, they are approximated by ellipses as shown in Section III. In this case, the dynamics of the $i$th agent is forced to obey

\[
\begin{align*}
\dot{x}_i &= h_1(x_i, y_i) - \bar{x}_i l(x_i, y_i), \\
\dot{y}_i &= h_2(x_i, y_i) - \bar{y}_i l(x_i, y_i),
\end{align*}
\]

where $\bar{x}_i = x_i - x_{ci}, \ \bar{y}_i = y_i - y_{ci}, \ (x_{ci}, y_{ci})$ is the position of the center of an ellipse, and $h_1(\cdot, \cdot), h_2(\cdot, \cdot), \text{and} \ l(\cdot, \cdot)$ are given by (20) and (14).
Next, consider the case when an obstacle is detected on the way of a formation leader. In this case, in addition to the elliptical limit cycle that encircles an obstacle, we define an elliptical region surrounding the obstacle as a safety measure. This region includes all points in $\mathbb{R}^2$ satisfying $l(\tilde{x}_l, \tilde{y}_l) > k$, where $k$ is a safety factor which specifies the size of the elliptical region. Introduction of such elliptical region as a safety zone ensures that the leader will not collide with the obstacle and will have enough time to change its trajectory and converge to the elliptical limit cycle. When an obstacle is detected in the elliptical region, the leader is scheduled to change its path from the original one to the one that is given by a solution to (34). In order to make this transition smooth, we define an intermediate path for the leader given by the fifth-order polynomial. Specifically, as soon as the leader reaches the boundary of the elliptical region given by $l(\tilde{x}_l, \tilde{y}_l) = k$ at time $t = t_0$, the trajectory of the leader is forced to follow

$$
\begin{align*}
    x(t) &= a_5 \Delta t^5 + a_4 \Delta t^4 + a_3 \Delta t^3 + a_2 \Delta t^2 + a_1 \Delta t + a_0, \\
    y(t) &= b_5 \Delta t^5 + b_4 \Delta t^4 + b_3 \Delta t^3 + b_2 \Delta t^2 + b_1 \Delta t + b_0.
\end{align*}
$$

(35)

where $\Delta t \triangleq t - t_0$ and coefficients $a_i, b_i, i = 1, \ldots, 5$, are determined from the boundary conditions for the position, velocity, and acceleration of the leader at times $t_0$ and $t_1$ with $t_1$ being the end time of the transitional path (35). After the transitional phase given by (35), the motion of the leader switches to obey the dynamics given by (34). The control algorithm developed in Section II guarantees that while the leader is bypassing the obstacle on its new path, the agents will follow the leader in a specified formation due to exponential stability of the time-varying set describing the formation. As soon as the obstacle is cleared, the formation leader will switch its trajectory back to the original one. In order to find the proper point of diverging from the motion given by (34) to the motion on the original path, a line-drawing method has been used. In this method, a line is drawn between the current leader’s position and its (virtual) position as if there were no obstacle. As long as there is an intersection between this line and the ellipse $l(x, y) = 0$, the leader’s dynamics will remain obeying (34) and as soon as there is no intersection between the line and the ellipse, the leader will switch back to its original path and the obstacle avoidance is guaranteed. The transition phase when the leader is diverging from the motion according to (34) to its original trajectory is again described by the fifth-order polynomials given by (35).

Now, consider the case when the $k$th agent in the formation encounters an obstacle on its way. Recall that we design a stabilizing controller for the time-varying set (27) for each agent to ensure that the agent will be on the specified formation while following the formation leader. Now, as soon as the $k$th agent detects an obstacle on its way, the time-varying set (27) for this agent is redefined to be

$$
\mathcal{D}_k(t) \triangleq \{ \eta \in \mathbb{R}^{4q} : \eta_k - \tilde{p}_k(t) = 0 \}, \quad t \geq 0,
$$

(36)

where

$$
\begin{align*}
    \tilde{p}_k(t) &\triangleq \begin{bmatrix} \tilde{x}_k(t) + x_{ek} \\ \tilde{y}_k(t) + y_{ek} \\ \tilde{x}_k(t) \\ \tilde{y}_k(t) \end{bmatrix}, \quad t \geq 0,
\end{align*}
$$

(37)

where $\tilde{x}_k(t), \tilde{y}_k(t), t \geq 0$, are solutions to (34). Furthermore, the intersection of sets (27) and (36) given by

$$
\mathcal{D}_0^l = \mathcal{D}_0(t) \triangleq \bigcap_{i=1, \ldots, q, i \neq k} \mathcal{D}_i(t) \bigcap \mathcal{D}_k(t), \quad t \geq 0,
$$

(38)

characterizes the temporary desired formation of agents with respect to the leader until the obstacle is cleared by the $k$th agent. Specifically, when the $k$th agent encounters an obstacle on its path, the time-varying set describing the desired formation will switch from (27) to (36). Then, as soon as the obstacle is cleared, the time-varying set describing the desired formation will switch back to the original set (27). By switching between the above time-varying sets, we guarantee the obstacle avoidance for each agent while maintaining the desired formation at the steady state.

In the following simulation, we consider two agents pursuing a leader in a triangular formation, while there is an obstacle on the way of each agent as well as the leader. For this, we set $l_{x1L} = -5, l_{y1L} = 7, l_{x2L} = -12, l_{y2L} = 0, c_{01} = 0.2, i = 1, 2, c_1 = \frac{1}{2}, i = 1, 2, \eta_{t0} = [-20, -2, -1, -2]^T$, and $\eta_{t20} = [-1, -10, 3, -2]^T$. 

Fig. 1. Position phase portrait of two agents following the leader. Black solid line represents trajectory of the leader.

Fig. 2. Position phase portrait of two agents following the leader and the moving formation. Black solid line represents trajectory of the leader.
With this choice of the parameters $l_{11}$ and $l_{12}$, $i = 1, 2$, the agents will form a configuration of an equilateral triangle with respect to the leader. Furthermore, the leader is set to be moving on a sinusoidal path according to $x_L(t) = t$, $y_L(t) = 2\sin(0.3t)$, $t \geq 0$. We define an obstacle for the first agent encircled by an ellipse with the parameters $x_c = -15$, $y_c = 0$, $a = 2$, $b = 4$, $\phi = -0.8(\text{rad})$, and $\omega = -0.75(\text{rad/s})$ and we define an obstacle for the second agent encircled by an ellipse with the parameters $x_c = -4$, $y_c = -6$, $a = 2$, $b = 4$, $\phi = 1.2(\text{rad})$, and $\omega = -0.32(\text{rad/s})$. When the leader gets close to the obstacle, it switches its path to the solution of (34) which possesses an elliptical limit cycle with the parameters $x_c = 26$, $y_c = 1.5$, $a = 2$, $b = 4$, $\phi = -0.8(\text{rad})$, and $\omega = -0.22(\text{rad/s})$. Thus, the new $x_L(t)$ and $y_L(t)$ are determined by a solution to (34). As soon as the obstacle is cleared, the leader switches its path back to the original sinusoidal path.

For the feedback controller (11), Figure 1 shows position phase portrait of two agents following the leader while each agent and the leader avoid obstacles and Figure 2 shows that the agents eventually converge to the desired triangular formation after all obstacles are cleared. Finally, Figure 3 shows the time history of the control forces acting on each agent.

V. CONCLUSION

In this paper, we reviewed stability analysis and control design framework for time-varying sets of nonlinear time-varying dynamical systems developed in [8] and introduced an obstacle avoidance planning strategy based on approximating obstacles as ellipses in order to plan and track transitional trajectories around them until the obstacle is cleared. The transitional trajectories are defined as solutions to a set of planar ODE’s that exhibit stable elliptical limit cycle approximating the obstacles. It was shown that for a system of planar double integrators with a specified moving formation with respect to the leader and with an obstacle on the way of each agent as well as the leader, the developed distributed control algorithm globally exponentially stabilizes the moving formation, while obstacle collision is avoided for leader as well as the follower agents. Finally, it should be noted that the stability results for time-varying sets of nonlinear dynamical systems developed in this paper can be used to design various other control algorithms to achieve stable coordinated motion of multi-vehicle systems including obstacle avoidance.
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