Bode-Like Integral for Stochastic Switched Systems in the Presence of Limited Information

Dapeng Li and Naira Hovakimyan

Abstract—In this paper, we establish a Bode sensitivity integral formula for a class of feedback closed-loop systems with stochastic switched plants and controllers. Using information theory, we study the information conservation law, based on which a log integral theorem is obtained for the closed loops of interest. Furthermore we develop several algebraic conditions to explicitly capture the performance limitations. Application of this theoretical framework to Networked Control Systems (NCS) is used as an illustrative example.

I. INTRODUCTION

Recent results on fundamental limitations of feedback control in the presence communication channels presented a fairly general and complete approach, in discrete-time setting, towards unification of information theory and control theory, [1], [2]. Entropy rate inequalities corresponding to the information flux in a typical causal closed-loop configuration were derived towards obtaining a Bode-like integral formula. Prior to this, extensions of Bode’s theorem have been claimed for certain discrete-time nonlinear systems and linear time-varying systems respectively, [3], [4].

In this paper, we extend the framework from [2] to closed loops with stochastic switched plants. While switched control systems have been studied from various perspectives [5], it is still not clear how to characterize their fundamental limitations within an appropriate framework. We address the problem here by using an information theoretic framework towards obtaining a Bode integral formula, under the assumptions that the switching sequence is an ergodic Markov chain. We first derive a closed-loop information conservation law by using information theoretic arguments similar to [6] and [2]. Then under some stationarity assumption, a Bode integral-like theorem is obtained, characterizing a lower bound on the performance limitations. To enable the simplified calculation of the resulting lower bound, some Lie algebraic conditions are developed.

To demonstrate the usefulness of the theoretical result, we propose an application with NCS with random packet dropouts, which has been widely used in control literature to model typical computer network protocols, such as TCP and UDP [7]. We develop a Bode integral to show that the degree of instability of the plants determines the lower bound of the performance limitation.

The paper is organized as follows. In Section II we introduce the closed-loop feedback configuration and some basic definitions and facts from information theory and the theory of stochastic processes. Section III studies a general feedback scheme, within which we develop a mutual information inequality and a Bode-type integral formula. Section IV applies Bode’s integral to NCS. The paper is concluded in Section V.

Notation:

- $\mathbb{R}$ denotes the field of real numbers; $\mathbb{C}$ stands for complex plane; $\mathbb{C}^-$ and $\mathbb{C}^+$ stand for the left half and right half of $\mathbb{C}$ respectively.
- Random variables defined in appropriate probability spaces are represented using boldface letters, such as $x$, $y$. If not otherwise stated, the random variables take values in $\mathbb{R}$ throughout the paper.
- If $x(k), k \in \mathbb{N}^+$, is a discrete time stochastic process, we denote its segment $\{x(k)\}^n_{k=1}$ by $x^n$, and use $x^n_0 := x^n$ for simplicity.
- $\mathbb{E}[]$ is the expectation operator of a random variable.
- $(\cdot)^+ = \max\{\cdot, 0\}$ and $(\cdot)^- = \min\{\cdot, 0\}.
- $\mathbb{R}(\cdot)$ gives the real part of a complex number.
- $\lambda(\cdot)$ gives the eigenvalues of a square matrix.
- $h(\cdot)$ stands for (differential) entropy and $I(\cdot; \cdot)$ for conditioned mutual information; $\dot{h}$ and $\dot{I}$ stand for the entropy rate and mutual information rate respectively.
- When $A$ is a finite set, $|A|$ gives the number of elements in $A$.
- $sp\{\cdot\}$ denotes the spectrum of an operator.

II. PRELIMINARIES & PROBLEM FORMULATION

A list of useful properties of entropy and mutual information are given here, and are frequently used in the upcoming arguments.

(P1) Symmetry and nonnegativity:

$$I(x; y) = I(y; x) = h(x) - h(x|y) = h(y) - h(y|x) \geq 0.$$  

(P2) Kolmogorov equality:

$$I(x; (y, z)) = I(x; z) + I(x; y|z)$$

(P3) Data processing inequality:

$$I(x; y|z) \geq I(x; g(y)|z)$$

The equality holds, if $g(\cdot)$ is invertible.

(P4) Invariance of mutual information (entropy)

$$I(x; y|z) = I(x + g(z); y|z), h(x|z) = h(x + g(z)|z),$$

where $g(\cdot)$ is a function.

(P5) Chain rule:

$$h(x^n|y) = \sum_{k=1}^n h(x_k|y, x^{k-1})$$
(P6) **Maximum entropy:** Consider \( x \in \mathbb{R}^m \) and the covariance matrix given by \( V := \mathbb{E}[xx^T] \). Then we have
\[
 h(x) \leq h(\bar{x}) = \frac{1}{2} \log((2\pi e)^m \det V),
\]
where \( \bar{x} \) is a Gaussian process with the same covariance as \( x \). Equality holds if \( x \) is Gaussian.

Throughout the paper we consider the feedback configuration depicted in Fig. 1.

Several assumptions are made:
- The plant \( P \) is modeled by the following stochastic difference equation
  \[
  x(k + 1) = A(\sigma(k))x(k) + B(\sigma(k))e(k), \quad x(0) = x_0,
  \]
  \[
  y(k) = C(\sigma(k))x(k), \quad k = 0, 1, 2, ..., \tag{1}
  \]
  Here \( x(k) \in \mathbb{R}^m \), and \( x_0 \) is assumed to have finite differential entropy or \( h(x_0) < \infty \), and \( \sigma(k) \in \{1, 2, ..., N\} := \mathcal{N} \) is a finite state ergodic Markov process given by
  \[
  P(\sigma(k + 1) = j|\sigma(k) = i) := p_{ij} \geq 0,
  \]
  where \( p_{ij} \) is named as transition probability from state \( i \) to \( j \), and \( \sum_j p_{ij} = 1 \) for all \( i \in \mathcal{N} \). The stationary distribution of the Markov chain \( \pi \), denoted as \( \pi = [\pi_1, ..., \pi_N] \), is obtained by solving
  \[
  \pi^T[p_{ij}]_{i,j \in \mathcal{N}} = \pi^T, \quad \text{and} \quad [1, ..., 1]\pi = 1.
  \]
  We also assume \( A(n), n \in \mathcal{N} \) is not singular.
- The disturbance \( d(k) \) is a stochastic process, and \( n(k) \) is a stochastic process that models the controller noise. We assume that \( \sigma(k), d(k), n(k) \) and \( x_0 \) are mutually independent.
- The controller \( K \) is given as a deterministic causal map such that
  \[
  K := (k, y^{k-1}, n^k) \mapsto u(k).
  \]

**Definition 2.1 (Wide Sense Stationary Process):** A zero-mean stochastic process \( x(k) \in \mathbb{R}^n, t \geq 0 \), is stationary, if for all \( k \geq 0 \) its covariance function, defined by
\[
 R_x(l) = \mathbb{E}[x(k + l)x^T(k)], \quad l \in \mathbb{N}^+,
\]
is independent of \( l \). Throughout this paper, wide sense stationary is abbreviated as stationary for convenience.

**Definition 2.2:** The spectral density of a stationary process \( v \) is given as the following Fourier transform
\[
 f_v(\omega) = \frac{1}{2\pi} \sum_{k=0}^{\infty} v(k)e^{-j\omega k}
\]

**Definition 2.3 (Sensitivity-like Function):** A sensitivity-like function of the closed loop is defined as
\[
 S_{d,e}(\omega) = \sqrt{\frac{f_d(\omega)}{f_a(\omega)}}
\]
where \( e \) and \( d \) are stationary and stationarily correlated.

**Remark 2.4:** The function \( S_{d,e}(\omega) \) is the stochastic analogue of the sensitivity function \( |S(j\omega)| \) in Bode’s original work [8].
Throughout, we adopt the following stability definition.

**Definition 2.5 (Mean-square Stability):** The closed loop given in Fig. 1 is said to be mean-square stable, if
\[
 \sup_{k \geq 0} \mathbb{E}[x^T(k)x(k)] < \infty. \tag{2}
\]

**Definition 2.6 (Lie Algebra):** A Lie algebra is denoted as
\[
 \mathfrak{g} := \{ A(n) : n \in \mathcal{N} \}_\text{LA},
\]
which is generated by the matrices \( A(n), n \in \mathcal{N} \), with respect to the standard Lie bracket
\[
 [A(1), A(2)] := A(1)A(2) - A(2)A(1).
\]
We say that the Lie algebra \( \mathfrak{g} \) is solvable if the following derived series
\[
 \mathfrak{g} > [\mathfrak{g}, \mathfrak{g}] > [[\mathfrak{g}, \mathfrak{g}], \mathfrak{g}] > ... \]
becomes 0 in finite operations, where \([\cdot, \cdot]\) denotes the algebra generated by Lie bracket and “>” denotes the relation of sub-algebra.

**III. BODE-LIKE INTEGRAL DISCRETE TIME CASE**

In this section we develop the information conservation law of the closed loop system depicted in Fig. 1. In turn, an analogue of Bode’s formula is obtained with stationarity assumption.

**A. Information conservation law**

The following lemma is introduced to characterize the closed loop causality.

**Lemma 3.1:**
\[
 I(d(i); (u^i, x_0, \sigma^i)|d^{i-1}) = 0, \quad \forall \ i \geq 1. \tag{3}
\]
**Proof:**
\[
 I(d(i); (u^i, x_0, \sigma^i)|d^{i-1})
 \leq I(d(i); (u^i, n^i, \sigma^i, x_0)|d^{i-1}) \tag{a}
 \leq I(d(i); (d^{i-1}, n^i, \sigma^i, x_0)|d^{i-1}) \tag{b}
 \leq I(d(i); (n^i, \sigma^i, x_0)|d^{i-1}) \tag{c}
 \leq 0 \tag{d}
\]
Here, (a) follows from (P3); (b) also follows from (P3), since \( u^i \) is a function of \( (d^{i-1}, n^i, \sigma^i, x_0) \); (c) follows from (P4),
and (d) is implied because \( n, \sigma, x_0 \) and \( d \) are mutually independent.

In what follows we use the result from Lemma 3.1 to achieve an equality, revealing a key relationship among signals residing in 1.

**Lemma 3.2:** Consider the closed loop in Fig. 1. The following inequality holds

\[
h(e^k) = h(d^k) + I((x_0, \sigma^k); e^k) + \sum_{i=1}^{k} I(u^i; e(i)|e^{i-1}, x_0, \sigma^k) \quad (4)
\]

**Proof:** We break down the equality (3) by

\[
0 = I(d(i); (u^i, x_0, \sigma^i)|d^{i-1})
\]

\[
= I(d(i); u^i, x_0, \sigma^i, d^{i-1}) - I(d(i); d^{i-1})
\]

\[
= I(d(i); u^i, x_0, \sigma^i, e^{i-1}) - I(d(i); d^{i-1})
\]

\[
= -h(e(i)|u^i, x_0, \sigma^i, e^{i-1}) + h(d(i)|d^{i-1})
\]

\[
= -h(e(i)|e^{i-1}) + I((x_0, \sigma^i); e(i)|e^{i-1}) + I(u^i; e(i)|e^{i-1}, x_0, \sigma^i) + h(d(i)|d^{i-1})
\]

Here (a) follows from (P3), (b) follows from the fact that \( e^{i-1} = u^{i-1} + d^{i-1} \), (c) follows from (P1), (d) follows from (P4) and (f) from (P5). Summing up the above equality from 1 to \( k \) and using (P5), we have (4).

**Remark 3.3:** The term \( \sum_{i=1}^{k} I(u^i; e(i)|e^{i-1}, x_0, \sigma^k) \) is alternatively represented as the directed information from \( u \) to \( e \) conditioned by \( (x_0, \sigma^k) \) [9].

**Theorem 3.4:** Consider the closed loop shown in Fig. 1. The following entropy rate inequality holds

\[
\bar{h}(e) \geq \bar{h}(d) + \bar{I}((x_0, \sigma); e). \quad (5)
\]

**Proof:** Considering the nonegativeness of the mutual information, from (4) we have

\[
h(e^k) \geq h(d^k) + I((x_0, \sigma^k); e^k). \quad (6)
\]

The proof is completed by dividing both sides of the above equality by \( k \) and letting \( k \to \infty \).

**Remark 3.5:** The inequality in (5) has been derived in both information theory and control theory literature in different setups and with different generalities. Here we only assume causality of the closed loop.

### B. Evaluating an important information rate

As it can be seen in (5), the mutual information rate \( \bar{I}((x_0, \sigma); e) \) plays an important role in the conservation law. In this subsection we establish some nontrivial lower bounds for \( \bar{I}((x_0, \sigma); e) \) assuming some algebraic conditions.

**Theorem 3.6:** Consider the closed loop in Fig. 1. The following inequality holds.

\[
\bar{I}((x_0, \sigma); e) \geq \lim_{k \to \infty} \inf_{k} \frac{1}{k} E \sum_{j} \Re \left( \log \lambda_j(F_k) \right) \geq 0,
\]

where \( F_k := A(\sigma(k))A(\sigma(k-1)) \cdots A(\sigma(0)) \).

**Proof:** We first consider the dynamics of the plant

\[
x(k+1) = x(k)A(\sigma(k)) + B(\sigma(k))e(k),
\]

which can be solved as

\[
x(k+1) = \left( \prod_{i=0}^{k} A(\sigma(i)) \right) x_0 + \sum_{i=0}^{k} \left( \prod_{l=i}^{k} A(\sigma(l)) \right) B(\sigma(i))e(i)
\]

\[
= F_k(x_0 - \hat{x}_0(k+1)),
\]

where

\[
x_0(k+1) := \left( \prod_{i=0}^{k} A(\sigma(i)) \right)^{-1} \sum_{i=0}^{k} \left( \prod_{l=i}^{k} A(\sigma(l)) \right) B(\sigma(i))e(i).
\]

\( F_k \) can be decomposed into the following form by a linear transformation \( T_k \):

\[
T_k^{-1}F_kT_k = \begin{bmatrix} F_{ku} & 0 \\ 0 & F_{ks} \end{bmatrix},
\]

where \( F_{ku} \) is unstable and \( F_{ks} \) is stable. The same linear transformation can be applied to \( x_0 \) and \( \hat{x}_0 \) to have

\[
T_kx_0 = \begin{bmatrix} x_{u0} \\ x_{s0} \end{bmatrix} \quad \text{and} \quad T_k\hat{x}_0 = \begin{bmatrix} \hat{x}_{u0} \\ \hat{x}_{s0} \end{bmatrix}.
\]

We note that \( x_{u0} \) and \( x_{s0} \) are functions of \( k \), however this argument is omitted for notational simplicity.

We then establish the lower bound of \( \bar{I}(x_0, \sigma^k; e^k) \) as follows

\[
\bar{I}(x_0, \sigma^k; e^k) = I(x_0; \sigma^k) + I(x_0; e^k|\sigma^k)
\]

\[
= I(x_0; e^k) + I(x_0; e^k|\sigma^k)
\]

\[
= I(x_{u0}; e^k, \sigma^k)
\]

\[
= h(x_{u0}, x_{u0}) - h(x_{u0}|e^k, \sigma^k) - h(x_{u0}|x_{u0}, e^k, \sigma^k)
\]

\[
\geq h(x_{u0}, x_{u0}) - h(x_{u0}) - h(x_{u0}|x_{u0}, e^k, \sigma^k),
\]

where we have used the assumption that \( x_0, \sigma \) are independent. To evaluate the term \( h(x_{u0}|x_{u0}, e^k, \sigma^k) \), we note that

\[
h(x_{u0}|x_{u0}, e^k, \sigma^k)
\]

\[
= h(x_{u0} - \hat{x}_{u0}|x_{u0}, e^k, \sigma^k)
\]

\[
\leq \log(2\pi e)^{l_k} - \log \det F_{ku} + \log E \det x_{u0}(k)x_{u0}^{\top}(k)
\]

\[
\leq \log(2\pi e)^{l_k} - \log \det F_{ku} + \log E \det x_{u0}(k)x_{u0}^{\top}(k),
\]

where \( 0 \leq l_k \leq m \) is the dimension of \( x_{u0}, x_{u0}(k) \) is the vector formed by the first \( l_k \) elements of \( T_kx_0(k) \) and the last inequality follows from Jensen’s inequality.

Therefore we have

\[
\bar{I}(x_0, \sigma^k; e^k) \geq -\log(2\pi e)^{l_k} + \log \det F_{ku}
\]

\[
- \log E \det x_{u0}(k)x_{u0}^{\top}(k).
\]
Note that the stability of the closed loop system implies that
\[ \mathbb{E} \det x_u(k)x_u^\top(k) < \infty, \forall k. \] Then we have
\[
\bar{I}(x_0, \sigma^k; e^k) \geq \liminf_{k \to \infty} \frac{1}{k} \mathbb{E} \log |\det F_k|
= \liminf_{k \to \infty} \frac{1}{k} \mathbb{E} \sum_j \Re (\log \lambda_j (F_k))^+
. \]

\[ \text{Remark 3.7:} \] The right hand side of (6) is actually a Lyapunov exponent for the dynamic system (1). For a complete treatment of Lyapunov exponents for stochastic switching systems, one is referred to [10].

To overcome the difficulty of obtaining \( \liminf_{k \to \infty} \mathbb{E} \sum_j \Re (\log \lambda_j (F_k))^+ \) by using Lyapunov exponent method, we exploit the algebraic structure of the matrices \( A(n), n \in \mathcal{N} \). From Theorem 2.7 we know that the solvability of \( g \) implies that \( \{A(n)\}, n \in \mathcal{N} \), can be simultaneously triangularizable by some linear transformation \( T \in \mathbb{C}^{m \times m} \):
\[
T^{-1}A(n)T = \begin{bmatrix}
\lambda_1^{(n)} & * & * \\
0 & \ddots & * \\
0 & 0 & \lambda_m^{(n)}
\end{bmatrix}, \forall n \in \mathcal{N}. \tag{7}
\]

Now we divide the index set \( \{1, \ldots, m\} \) into two distinct sets \( \mathcal{M}_u \) and \( \mathcal{M}_s \), defined by
\[
\mathcal{M}_u := \left\{ j : \prod_{n \in \mathcal{N}} |\lambda_j^{(n)}|^{\pi_n} > 1, j = 1, 2, \ldots, m \right\},
\]
\[
\mathcal{M}_s := \{1, \ldots, m\} \setminus \mathcal{M}_u.
\]

\[ \text{Corollary 3.8:} \] Suppose that the Lie algebra \( g \) is solvable. Then we have
\[
\bar{I}(x_0, \sigma; e) \geq \sum_{n \in \mathcal{N}} \sum_{j \in \mathcal{M}_u} \pi_n \log |\lambda_j^{(n)}|
\]

\[ \text{Proof:} \] We start with a mutually disjoint partition of the index set \( \{1, 2, \ldots, \sigma(k)\} \), given by
\[
\{1, 2, \ldots, \sigma(k)\} = \bigcup_{n \in \mathcal{N}} \mathcal{K}_n,
\]
where \( \mathcal{K}_n := \{ i : \sigma(i) = n, i = 1, 2, \ldots, k \} \). Then we claim that the eigenvalues of \( F_k \) take the form \( \lambda_j(F_k) = \prod_{n \in \mathcal{N}} \prod_{j=1}^m \lambda_j^{(n)} |\mathcal{K}_n| \), where \( \lambda_j^{(n)} \) is the diagonal entry from (7). Indeed it is easy to see that \( T^{-1}F_kT = T^{-1}A(\sigma(k))T \prod_{i=1}^{\sigma(k)-1} A(\sigma(i-1))T \cdots T^{-1}A(\sigma(0))T \) is a triangular matrix for all \( k \). Further, the \( j \)th diagonal entry of \( T^{-1}F_kT \) can be calculated as
\[
\lambda_j (F_k) = \prod_{i=0}^k \lambda_j^{\sigma(i)} = \prod_{n \in \mathcal{N}} \left( \lambda_j^{(n)} \right)^{|\mathcal{K}_n|}
\]

Using the above relation and Fatou’s Lemma we have
\[
\liminf_{k \to \infty} \frac{1}{k} \mathbb{E} \sum_j \Re (\log \lambda_j (F_k))^+
= \liminf_{k \to \infty} \frac{1}{k} \mathbb{E} \sum_j \Re (\log \lambda_j (F_k))^+
\geq \mathbb{E} \liminf_{k \to \infty} \frac{1}{k} \sum_j \Re (\log \lambda_j (F_k))^+.
\]

Furthermore,
\[
\liminf_{k \to \infty} \frac{1}{k} \sum_j \Re (\log \lambda_j (F_k))^+
= \liminf_{k \to \infty} \frac{1}{k} \sum_j \Re (\log \lambda_j (F_k))^+
\geq \sum_j \Re \left( \sum_{n \in \mathcal{N}} \pi_n \log \lambda_j^{(n)} \right)^+
\geq \sum_{n \in \mathcal{N}} \sum_{j \in \mathcal{M}_u} \pi_n \log |\lambda_j^{(n)}|,
\]
where the second equality follows from ergodicity of \( \sigma(k) \).

\[ \text{Remark 3.9:} \] As explained in [5], this modern algebraic approach, though mathematically appealing, shows a significant drawback for its lack of robustness, i.e. even a very small perturbation of system parameters can violate the solvability condition. One may conduct perturbation analysis to relax the algebraic structure requirement, though it is not trivial in general.

Here we propose yet another way to determine the Lyapunov exponent \( \liminf_{k \to \infty} \mathbb{E} \sum_j \Re (\log \lambda_j (F_k))^+ \) by using operator semigroup theory. To start with, we consider the semigroup generated by matrices \( \{A(n)\}, n \in \mathcal{N} \) with respect to the matrix multiplication. The following lemma from [11] gives a sufficient condition for the permutability of the spectra of the product of the operators.

\[ \text{Theorem 3.10:} \] If for all \( n_1, n_2, n_3 \in \mathcal{N}, \)
\[
sp(A(n_1)A(n_2)A(n_3)) = sp(A(n_2)A(n_1)A(n_3)), \tag{8}
\]
then for any sequence \( A(n_1), \ldots, A(n_k), n_1, \ldots, n_k \in \mathcal{N}, \) the following identity holds for any permutation \( \tau \) of \( \{n_1, \ldots, n_k\} \)
\[
sp \left( \prod_{i=1}^k A(n_{\tau(i)}) \right) = sp \left( \prod_{i=1}^k A(n_{\tau(i)}) \right).
\]

The following corollary is now straightforward to prove.

\[ \text{Corollary 3.11:} \] Suppose that the condition in (8) is satisfied. Then we have
\[
\bar{I}(x_0, \sigma; e) \geq \sum_j \Re \left( \log \lambda_j \left( \prod_{n \in \mathcal{N}} A(n)^{\pi_n} \right)^+ \right).
\]

\[ \text{Proof:} \]
Theorem 3.10 implies that

\[
sp(F_k) = sp \left\{ \prod_{n \in \mathbb{N}} A_{|K_n|}^{(n)} \right\} = sp \left\{ \prod_{n \in \mathbb{N}} A_{|K_\tau(n)|}^{(\tau(n))} \right\} = \{\hat{\lambda}(k)_1, \ldots, \hat{\lambda}(k)_m\}
\]

for any permutation \(\tau(\cdot)\), where \(\hat{\lambda}(k)_j = \prod_{n \in \mathbb{N}} (\lambda(j)_n)^{|K_n|}\).

Following the same argument in the proof of Corollary 3.8, we have

\[
\liminf_{k \to \infty} \frac{1}{k} E \sum_j \Re \left( \log \lambda_j(F_k) \right) \geq E \liminf_{k \to \infty} \frac{1}{k} \sum_j \Re \left( \log \hat{\lambda}(k)_j \right) +
\]

and

\[
\liminf_{k \to \infty} \frac{1}{k} \sum_j \Re \left( \log \hat{\lambda}(k)_j \right) = \liminf_{k \to \infty} \frac{1}{k} \sum_j \Re \left( \log \lambda_j(F_k) \right)
\]

\[
= \sum_j \Re \left( \sum_n \pi_n \log \lambda_j(n) \right)
\]

\[
= \sum_j \Re \left( \log \lambda_j \left( \prod_{n \in \mathbb{N}} A(n)^{\pi_n} \right) \right)
\].

The theorem is proved.

C. Bode’s Integral

Theorem 3.12: Consider the closed loop in Fig. 1. If \(d\) and \(e\) form Gaussian stationary processes, then

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} \log (S_{d,e}(\omega)) d\omega \geq \liminf_{k \to \infty} \frac{1}{k} \sum_j \Re \left( \log \lambda_i(F_k) \right) +
\]

Proof: This result is evident by considering the following relation, followed by Kolmogorov’s formula

\[
\hat{h}(d) = \log(2\pi e) + \frac{1}{4\pi} \int_{-\pi}^{\pi} \log f_d(\omega) d\omega,
\]

\[
\hat{h}(e) = \log(2\pi e) + \frac{1}{4\pi} \int_{-\pi}^{\pi} \log f_e(\omega) d\omega,
\]

and together with Theorem 3.6.

Since we have obtained various lower bounds for \(I(x_0, d, \sigma; e)\) in the previous subsection, the following corollaries can be readily obtained.

Corollary 3.13: Consider the closed loop in Fig. 1. If \(d\) and \(e\) form Gaussian stationary processes, then

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} \log (S_{d,e}(\omega)) d\omega \geq \log \prod_{n \in \mathbb{N}} |\det A(n)|^{\pi_n}.
\]

Corollary 3.14: Consider the closed loop in Fig. 1. If \(d\) and \(e\) form Gaussian stationary processes, and the Lie algebra \(g\) is solvable, then

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} \log (S_{d,e}(\omega)) d\omega \geq \sum_{n \in \mathbb{N}} \sum_{j \in M_u} \pi_n \log |\lambda_j(n)|.
\]

Corollary 3.15: Consider the closed loop in Fig. 1. If \(d\) and \(e\) form Gaussian stationary processes, and the condition in (8) is satisfied, then

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} \log (S_{d,e}(\omega)) d\omega \geq \sum_j \Re \left( \log \lambda_j \left( \prod_{n \in \mathbb{N}} A(n)^{\pi_n} \right) \right) +
\]

Remark 3.16: Similar to its deterministic counterpart, Bode’s integral in this stochastic setting also captures the performance limitation of a closed loop in frequency domain. The lower bound of the achievable performance is inherent from its open loop plant instability.

Remark 3.17: Though it is hard to determine whether the closed loop in Fig. 1 is stationary in general, some results for LTI systems can be found in [12] and [13].

D. Data Rate Inequality

Another inequality, resulting from the closed loop causality, is developed here. The following lemma provides a lower bound for the mutual information rate \(I((x_0, d): u)\), which accounts for total information rate flow in the loop. Further insight into \(I((x_0, d): u)\) can be found in [2] and [14].

Lemma 3.18: Consider the closed-loop system shown in Fig. 1. We have the following inequality:

\[
I((x_0, d, \sigma; u) \geq I(x_0, \sigma; e) + I(d; u).
\]

Proof: Using Kolmogorov’s formula (P2), we have

\[
I((x_0, d^k; \sigma^k; u^k) \geq I(x_0, \sigma^k; u^k) + I(d^k; u^k),
\]

where \(k \in \mathbb{N}^+\) is an arbitrary time instance. We can lower bound \(I((x_0, d^k; u^k)\) as

\[
I((x_0, \sigma^k; d^k; u^k)
\]

\[
\geq I(x_0, \sigma^k; e^k(d^k) + I(u^k; d^k)
\]

\[
= I(x_0, \sigma^k; e^k) - I(x_0, \sigma^k; d^k) + I(x_0, \sigma^k; d^k) + I(u^k; d^k)
\]

\[
\geq I(x_0, \sigma^k; e^k) + I(u^k; d^k).
\]

Here (a) follows from the fact that \(I(x_0; u^k(d^k) = I(x_0; u^k + d^k|d^k) = I(x_0; e^k|d^k); (b) follows from (P2); (c) follows from the independence of \(d\) and \(x_0); and (d) follows from the fact that \(I(x_0, \sigma^k; d^k|e^k) \geq 0\). We have obtained the following inequality:

\[
I((x_0, d^k; \sigma^k; u^k) \geq I(x_0, \sigma^k; e^k) + I(u^k; d^k).
\] (9)

The conclusion is readily obtained by dividing the terms on both sides of (9) by \(k\) and taking the limit as \(k \to \infty\).

IV. EXAMPLE: NETWORKED CONTROL SYSTEMS WITH RANDOM PACKET DROPOUTS

In this section, we apply the framework from the previous section to examine the performance limitation problems in the networked control systems (NCS). To be specific, we only consider the control systems with a lossy communication channel placed between the sensor and the controller,
which has been studied in various papers [15] [16] [17]. In this paper we adopt a structure similar to [16], shown in Fig. 2, where a switch is placed after the output to model packet dropouts.

![Diagram of a networked control system](image)

Fig. 2. A networked control system

The packet dropouts are compensated for by an output of an LTI system, which has to be designed. The controller can be represented by any causal map from $y^k_0$ to $u(k)$. The sequence of ON’s and OFF’s of the erasure channel is modeled as a two-state Markov chain with transition probability matrix

$$
P = \begin{bmatrix} 1 - p & p \\ q & 1 - q \end{bmatrix}, \quad 0 \leq p, q \leq 1.
$$

One can calculate the stationary distribution as $\pi = \frac{\pi}{\pi p + \pi q}$. Let the state space realization of the plant and the channel compensator be

$$\begin{bmatrix} A & B \\ C & 0 \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} A_c & B_c \\ C_c & 0 \end{bmatrix}$$

respectively. We can then regard the dashed box in Fig. 2 as a generalized “plant” with state matrices

$$\check{A}(1) = \begin{bmatrix} A & 0 \\ B_c C & A_c \end{bmatrix}, \quad \check{A}(2) = \begin{bmatrix} A & 0 \\ 0 & A_c + B_c C_c \end{bmatrix}$$

for the “ON” and “OFF” of the erasure channel respectively.

To simplify the subsequent analysis, we further assume that the compensator is chosen such that $A_c$ and $A_c + B_c C_c$ are stable. Under these additional conditions and with account of Theorem 3.6 we have the corresponding Bode’s integral theorem.

**Theorem 4.1:** Consider the NCS in Fig. 2, and assume that the signal $u$ is Gaussian and stationary. The following relation holds for all causal controllers $K$

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} \log (S_{d,e}(\omega)) \, d\omega \geq \sum_j \Re \left( \log \lambda_j (A) \right)^+.$$  \hspace{1cm} (10)

**Proof:** The proof is a simple application of Theorem 3.12, and is therefore omitted here.

**Remark 4.2:** This theorem characterizes the control design limitation for NCS with random packet dropout. Given the stable compensator, the right hand side in (10) shows that the lower bound of the closed loop performance is determined solely by the degree of instability of $A$. This observation suggests that, considering the relatively loose definition of instability in (2), packet dropout does not make the system “more” unstable. However, the dropout may add up to the performance limitation in other forms, for which a close scrutiny is required.

V. Conclusions

This paper has developed a relatively complete Bode’s integral formula for stochastic switched closed loops. Information theory has been employed as machinery to obtain a relationship among different system variables, which has in turn resulted in Bode’s integral for stationary cases. Various algebraic conditions have been proposed to capture tight performance bounds. An example of applying this theoretic framework to the field of NCS illustrates the usefulness of this fundamental result.
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