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Abstract—The problem of partitioning a building into clusters is considered in this paper, with reference to its decentralized thermal control. Optimal control schemes for these systems are often centralized and address both the thermal comfort and energy efficiency requirements. However, due to robustness considerations, a decentralized architecture may be preferred for large scale systems, which is at best sub-optimal. Therefore, the ‘degree of decentralization’ governs the trade-off between optimality and robustness. This paper proposes a combinatorial optimization based systematic methodology for obtaining an optimal degree of decentralization on the basis of two metrics - one for optimality (defined as Coupling Loss Factor) and one for robustness (defined as Mean Cluster Size). The methodology was evaluated on a building model and results were found to be in agreement with the physics of the underlying thermal interactions.

I. INTRODUCTION

The building sector accounts for around 41% of the annual energy consumption and almost the same share of greenhouse gas emissions in the United States [1]. This has motivated the use of advanced control techniques, e.g. model predictive control (MPC) [2], [3] and hardware, e.g. BACnet [4] for the intelligent control of buildings. In particular, the control of the heating, ventilation and air-conditioning (HVAC) systems has received much attention [5], [6], because more than one-third energy usage in buildings can be attributed to zone heating and cooling.

For large scale systems, such as buildings, the performance of the control system is correlated with the choice of the control architecture. In theory, a centralized controller, with knowledge of a perfect model of the system and access to building-wide sensor data, could control the building optimally. A key limitation of centralized decision making, however, is its potentially inferior robustness to sensor and communication network failures.

Decentralized control is more resilient to such failures and also easier to design and tune [7]. However, a decentralized controller ignores any coupling between the particular subsystem that it controls and the rest of the plant. This may result in suboptimal performance. Therefore, it is imperative to choose a control architecture which lies between the two extremes of completely centralized control and fully decentralized control. In this regard, multi-agent distributed and decentralized control architectures, which provide limited or no communication among the controllers have been advocated for buildings [8], [9], [10], [11], [12], [13]. However, the underlying control architecture is chosen in a somewhat heuristic manner, on the basis of the building topology or functional separation of the building subsystems. In the present work, we propose a systematic methodology to determine the control clusters in a building for implementing a control architecture, which is decentralized with respect to the clusters. The choice of the appropriate clusters is based on the afore-mentioned trade-off between optimality and robustness as characterized by appropriate metrics, and involves combinatorial optimization. The proposed approach relies on an MPC framework, because MPC has been studied extensively for the control of building systems [2], [3], [14].

The organization of this paper is as follows. Some preliminaries are discussed in Section II. Section III describes the proposed clustering procedure. A simulation case study is provided in Section IV where the clustering technique is implemented on a building model. Lastly, the conclusions are summarized in Section V.

II. PRELIMINARIES

A. Open Loop Model

A resistive-capacitive (RC) network is typically used to represent a lumped model of building thermal dynamics [15], [16], [17]. The ensuing linear state space model in discrete time is of the following form:

\[ x(k+1) = A x(k) + B_u u(k) + B_w w(k) \]

\[ y(k) = C x(k) \] (1) (2)

In this model, \( x = (T_w^T T_z^T)^T \) is the state vector consisting of the building wall and zone-air temperatures. The vectors \( u \) and \( w \) represent control inputs and disturbances respectively. The control inputs consist of energy transfer rates (positive for heating) between the air-conditioning system and the zones. The unmodeled thermal loads in the zones and the ambient air temperature are treated as disturbances. The outputs are the zone-air temperatures, i.e. \( y = T_z \), which can be measured using thermostats. The number of control inputs and controlled outputs are denoted by \( N_u \) and \( N_y \) respectively. In this work, both these quantities equal the number of rooms in the building.
B. MPC Framework

The objective function for optimal building thermal control is usually a weighted sum of objectives representing thermal comfort and air conditioning power consumption [5]. With reference to the model described above, we use the following objective function\(^1\) to be minimized at each time instant \(k\), for a discrete-time MPC implementation:

\[
J_k = \sum_{j=0}^{N-1} \alpha T u (k+j|k) \\
\text{Power consumption term} \\
+ \alpha_2 \sum_{j=1}^{N} ||y (k+j|k) - y_{ref} (k)||^2 \\
\text{Thermal comfort term}
\]

Here \(N\) is the number of samples in the prediction and control horizon; \(\{y (k+j|k)\}_{j=1}^{N} \) is the predicted output sequence over the prediction horizon, based on the model ((1) and (2)), when the control sequence \(\{u (k+j|k)\}_{j=0}^{N-1} \) is applied; \(y_{ref} (k)\) is the desired (reference) value of the output at the current time instant, \(k\). The purpose of the optimization is to find the optimal control sequence \(\{u^* (k+j|k)\}_{j=0}^{N-1} \) that minimizes \(J_k\).

C. Coupling between inputs and clusters of inputs

\(J_k\) can be expressed as a quadratic function of the control sequence \(\{u (k+j|k)\}_{j=0}^{N-1} \), by successive substitution of (1) and (2) in (3) [18],

\[
J_k = v_k^T H_k v_k + f_k^T v_k
\]

Where:

\[
v_k = (\bar{u}_1^T \bar{u}_2^T \ldots \bar{u}_N^T)^T,
\bar{u}_i = (u_i (k|k) u_i (k+1|k) \ldots u_i (k+N-1|k))^T,
i = 1, 2, \ldots, N
\]

Here, \(v_k^T H_k v_k\) denotes the \(i^{th}\) component of \(u\). The quadratic part, \(v_k^T H_k v_k\), can be written in the expanded form as:

\[
\begin{pmatrix}
\bar{u}_1 \\
\bar{u}_2 \\
\vdots \\
\bar{u}_N
\end{pmatrix}
\begin{pmatrix}
H_{1,1} & H_{1,2} & \cdots & H_{1,N_u} \\
H_{2,1} & H_{2,2} & \cdots & H_{2,N_u} \\
\vdots & \vdots & \ddots & \vdots \\
H_{N_u,1} & H_{N_u,2} & \cdots & H_{N_u,N_u}
\end{pmatrix}
\begin{pmatrix}
\bar{u}_1 \\
\bar{u}_2 \\
\vdots \\
\bar{u}_N
\end{pmatrix}
\]

Each off-diagonal term, \(H_{i,j} \in \mathbb{R}^{N_u \times N_u}, i \neq j\) represents the coupling between \(u_i\) and \(u_j\) in \(J_k\). Therefore, we use \(||H_{i,j}||_2\) as a measure of coupling\(^2\) between \(u_i\) and \(u_j\) and extend this to define coupling between a pair of input clusters.

Consider a pair of input clusters, \(C_1\) and \(C_2\). The coupling matrix between these clusters, \(H_{C_1,C_2}\) is defined as:

\[
H_{C_1,C_2} = \begin{pmatrix}
H_{p_1,q_1} & H_{p_1,q_2} & \cdots \\
H_{p_2,q_1} & H_{p_2,q_2} & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix}
\]

Where,

\[
p_1, p_2 \ldots \in C_1 \text{ and } q_1, q_2 \ldots \in C_2
\]

The coupling \(C(C_1, C_2)\), between \(C_1\) and \(C_2\), is then defined as:

\[
C(C_1, C_2) = ||H_{C_1,C_2}||_2
\]

III. CLUSTERING PROCEDURE

The clustering procedure is carried out in a divisive sequence as illustrated in Fig. 1. The input to each stage is a set of parent clusters, and the output is a set of child clusters. The child clusters are obtained from the parent clusters via combinatorial analysis. The input to the first stage is the root cluster containing all the control inputs, which represents the completely centralized case. The output of the last stage is a set where each control input is a cluster by itself and hence represents a fully decentralized architecture. For any intermediate stage \(S_i\), the input (set of parent clusters) is the same as the output (set of child clusters) of the previous stage \(S_{i-1}\). Two metrics representing optimality and robustness are computed for each stage. A plot of one metric versus the other is then used to identify the stage which results in a satisfactory tradeoff between robustness and optimality.

A. Optimality and robustness metrics

Two dimensionless metrics - Coupling Loss Factor (CLF) and Mean Cluster Size (MCS) are computed for each partitioning stage.

1) CLF: The CLF for stage \(S_i\) is a normalized measure of the inter-cluster coupling among its child clusters that are denoted by \(C_j\), where \(j = 1, 2, \ldots, n_i\). Here, \(n_i\) is the total number of such child clusters. First, we introduce the coupling loss vector \(\mu_i\) for this stage \(S_i\) as the vector of the couplings \(C(C_j, C_j)\) for each pair of child clusters, \(C_j\) and \(C_j\), with \(p \neq q\). More formally:

\[
\mu_i = (\mu_{i,1} \mu_{i,2} \ldots \mu_{i,n_i})^T
\]

where,

\[
\mu_{i,p} = \left(C(C_j, C_{j+1}) \ C(C_j, C_{j+2}) \ldots C(C_j, C_{n_i})\right), p = 1, 2, \ldots n_i
\]

2. It is important to scale the system first so that coupling values corresponding to different pairs of input channels can be compared with one another. For a discussion on scaling see [19].
The CLF for stage $S_i$, $\text{CLF}_i$ is then defined as:

$$\text{CLF}_i = \frac{||\mu_i||_2}{||H_i||_2}$$  \hspace{1cm} (8)

The CLF for the parent cluster to stage 1, which represents the fully centralized scenario, is clearly zero. CLF measures the coupling that is ignored if the system were partitioned according to the child clusters of stage $S_i$. Therefore, it is desired to partition the system such that the corresponding CLF is small, thus resulting in small deviation in optimality from centralized control.

2) MCS: We use $\lambda^i_j$ to denote the number of elements in child cluster $C^i_j$. $\text{MCS}_i$ for stage $S_i$ is the average number of elements per child cluster normalized with respect to the total number of control inputs.

$$\text{MCS}_i = \frac{\sum_{j=1}^{n_i} \lambda^i_j}{n_i \cdot N_u} = \frac{1}{n_i}$$  \hspace{1cm} (9)

It is clear that $\text{MCS}_i \in (0, 1]$. In a decentralized control architecture, the effect of a sensor or communication related fault is confined to the cluster where it originates. Therefore, the MCS is an indicator of robustness to such faults - a small value indicates that the effect of failures is less widespread. Hence, it is desired to partition the system such that the corresponding MCS is small.

B. Stage-level combinatorial optimization

The objective of the stage level optimization (Fig. 1) is to appropriately split the parent clusters to obtain corresponding child clusters. This process is based on a combinatorial procedure explained below and illustrated in Fig. 2.

The parent clusters for stage $S_i$ are the child clusters, $C^i_{i-1}, (j = 1, 2, ..., n_{i-1})$ from its preceding stage $S_{i-1}$. An intermediate cluster pair for any parent cluster is defined as a set of two non-empty and non-overlapping clusters obtained by splitting it. Therefore, the number of intermediate cluster pairs, $n_{i,j,\text{int}}$ obtained from the parent cluster $C^i_{i-1}$ is given by the Stirling number of the second kind $[20], S(\lambda^i_{i-1}, 2):$

$$n_{i,j,\text{int}} = S(\lambda^i_{i-1}, 2) = 2^{\lambda^i_{i-1}} - 1$$  \hspace{1cm} (10)

The Intermediate Loss Factor (ILF) is then defined for each such intermediate cluster pair, $\{C^i_{i,j,\text{int}}, C^i_{j,\text{int}}\}$ as:

$$\text{ILF}_{i,j,\text{int}} = \frac{C(C^i_{i,j,\text{int}}, C^i_{j,\text{int}})}{C(C^i_{i-1}, C^i_{j-1})}$$  \hspace{1cm} (11)

where, $l = 1, 2, ...n_{i,j,\text{int}}$ and $j = 1, 2, ...n_{i-1}$. The underlying optimization problem for the $i^{th}$ stage $S_i$ is to find the parent cluster (indicated by $l^*$) and its corresponding intermediate cluster pair (indicated by $l^*$) which yield the smallest ILF:

$$\{j^*, l^*\} = \text{argmin}_{\{j,l\}} \text{ILF}_{i,j,\text{int}}$$  \hspace{1cm} (12)

The optimal parent cluster, $C^i_{i-1}$ is then split to create the optimal intermediate cluster pair, $\{C^i_{i,j^*,\text{int}}, C^i_{j^*,\text{int}}\}$ whereas the other parent clusters are retained. The result is a set of child clusters having one more cluster than the set of parent clusters.

The ILF$_{i,j,\text{int}}$ defined in (11) measures the ‘amount’ of coupling ignored in the creation of the intermediate cluster pair $\{C^i_{i,j,\text{int}}, C^i_{j,\text{int}}\}$ from the parent cluster $C^i_{i-1}$, normalized with respect to the coupling originally present in the parent. Therefore, the optimization (12) involves determination of the split with smallest resulting loss of coupling, among all possible splits.

C. MINCUT approximation

The exponential computational complexity characterized by (10), of the combinatorial optimization, motivates the development of a more tractable approach for the minimization problem (12). In what follows, for simplicity, we denote the size $\lambda^i_{i-1}$ of the parent cluster $C^i_{i-1}$ by $n$. The elements of $C^i_{i-1}$ are accordingly denoted by $p_r$, where $r = 1, 2, ..., n$. 

---

**Fig. 1.** Overview of clustering procedure.

**Fig. 2.** Schematic of combinatorial optimization process for any given stage.
A matrix $H_j$ is constructed for the $j$th parent cluster, $C_{i-1}^j$, in a manner analogous to the construction of the coupling matrix in (5):

$$
H_j = \begin{pmatrix}
H_{p_1,p_1} & H_{p_1,p_2} & \cdots & H_{p_1,p_n} \\
H_{p_2,p_1} & H_{p_2,p_2} & \cdots & H_{p_2,p_n} \\
\vdots & \vdots & \ddots & \vdots \\
H_{p_n,p_1} & H_{p_n,p_2} & \cdots & H_{p_n,p_n}
\end{pmatrix}
$$

(13)

For any given intermediate cluster pair, $\{C_{i,j,int}^l, C_{i,j,int}^l\}$, a matrix, $H_j^l$ can be obtained from $H_j$ by setting to zero all blocks which correspond to elements in one intermediate cluster only. More precisely:

$$
H_j^l = \begin{pmatrix}
\theta_{p_1,p_1}H_{p_1,p_1} & \theta_{p_1,p_2}H_{p_1,p_2} & \cdots & \theta_{p_1,p_n}H_{p_1,p_n} \\
\theta_{p_2,p_1}H_{p_2,p_1} & \theta_{p_2,p_2}H_{p_2,p_2} & \cdots & \theta_{p_2,p_n}H_{p_2,p_n} \\
\vdots & \vdots & \ddots & \vdots \\
\theta_{p_n,p_1}H_{p_n,p_1} & \theta_{p_n,p_2}H_{p_n,p_2} & \cdots & \theta_{p_n,p_n}H_{p_n,p_n}
\end{pmatrix}
$$

(14)

Where,

$$
\theta(p_r, p_s) = \begin{cases}
0 & \text{if } r, s \in C_{i,j,int}^l \text{ or } r, s \in C_{i,j,int}^l \\
1 & \text{otherwise}
\end{cases}
$$

(15)

Using the above definitions, $ILF_{i,j,int}^l$ defined in (11) can be expressed as:

$$
ILF_{i,j,int}^l = \left| \left| \frac{H_j}{H_j^l} \right| \right|_2
$$

(16)

From the above expression, the problem of minimizing $ILF_{i,j,int}^l$ over intermediate cluster pairs indexed by $l$, for a particular parent, denoted by a fixed $j$, corresponds to the minimization of $\left| \left| H_j \right| \right|_2$ over $l$. Assuming that $H_j^l$ is sufficiently sparse, we now approximate $\left| \left| H_j \right| \right|_2$ by the 2-norm of the vector $v_j^l$ consisting of the elements of $H_j^l$.

To make this more formal, we introduce a binary vector $x \in \mathbb{R}^n$ whose elements, $x_r$, are defined as follows:

$$
x_r = \begin{cases}
1 & \text{if } p_r \in C_{i,j,int}^l \\
-1 & \text{if } p_r \in C_{i,j,int}^l
\end{cases}
$$

(17)

The square of the 2-norm of $v_j^l$ can easily be stated as:

$$
\left| \left| v_j^l \right| \right|_2^2 = z^T Q^T H_P^2 Q z - x^T Q^T H_P^2 Q x
$$

(18)

Here, $H_P^2$ denotes the matrix obtained by taking element-wise square of $H_P$. The quantities $Q$ and $z$ are defined below:

$$
Q = \begin{pmatrix}
e & 0 & \cdots & 0 \\
0 & e & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & e
\end{pmatrix}_{N, n \times n}
$$

(19)

Hence, the problem of minimizing $ILF_{i,j,int}^l$ over $l$ for a particular parent $j$ can be approximated by the following Boolean maximization:

$$
\begin{aligned}
\text{maximize} & \quad x^T Q^T H_P^2 Q x \\
\text{subject to } & \quad x_r \in \{1, -1\}
\end{aligned}
$$

(21)

The above maximization can be performed using numerical techniques such as [21] available for solving the MINCUT problem. In this way, for each parent $j$, the minimum ILF can be found and compared across all parents to solve the original minimization problem (12).

### D. Optimal Stage Selection

Since it is desired to have both CLF and MCS small, this problem is analogous to dual objective optimization in a pareto-optimal setting [22]. Motivated by this, the optimal stage $S_{\ast}$ is obtained from a plot of CLF, versus MCS, (Fig. 3).

The optimal stage should be a knee point. Therefore, navigating along the curve about that point in either direction would result in a large increase in one metric but only a relatively small decrease in the other metric. The plot must be studied in the ascending order of the partitioning stages (right to left) for knee points. For instance, if the first knee is not ‘sufficiently’ sharp, then the second knee should be studied.

### IV. Case Study

An example is presented in this section to demonstrate the application of the proposed clustering procedure.

### A. Test System Description

The layout of the building used in this example is shown in Fig. 4. It consists of 3 floors, with a total of 9 rooms of equal dimensions ($5 \times 5 \times 5$ m$^3$) numbered as shown. The walls were modeled as RC circuits (Fig. 5) based on the accessibility factor method described in [16], and the zones were modeled as isolated capacitors. Each room has 6 walls - 4 side walls, 1 ceiling and 1 floor. The construction details are presented in Table I, from which the resistances and capacitance for each wall were computed. The zonal thermal capacities were assumed...
to be 250 kJ/K based on air at 25 C and 10^5 Pa. An overall system model of the form (1) was obtained by constructing an RC network using these details, followed by discretization using the zero-order-hold method with step size of 10 minutes (close to one-tenth of the smallest time constant in the model). The Hessian Matrix, $H_k$ was then created with prediction horizon, $N = 24$ samples (4 hours).

![Wall RC model depiction](image1)

![CLF vs. MCS plot for $\rho = 1$](image2)

![CLF vs. MCS plot for $\rho = 2$](image3)

The inner and outer resistance values in Fig. 5 for all horizontal and vertical internal walls were found to be the same as expected due to symmetry. We denote this value by $R_{nom}$. In the case study presented, the resistances of the horizontal internal walls are altered by a factor of $\rho > 0$, i.e. $R_H = \rho R_{nom}$. Correspondingly, the resistances of the vertical internal walls are scaled by a factor of $1/\rho$, i.e. $R_V = R_{nom}/\rho$. Therefore, the ratio $R_H/R_V$ is amplified by $\rho^2$. The clustering methodology presented in Section III was applied for various values of the factor $\rho$.

B. Results

The CLF vs. MCS plots for some selected values of $\rho$ are shown in Fig. 6 to 8. Key observations are as follows:

1) The CLF vs. MCS plots using the MINCUT procedure and the combinatorial procedure exactly coincide in Fig. 7 and 8. However, they differ in Fig. 6. This suggests that the MINCUT approximation to the combinatorial optimization problem can be potentially accurate in asymmetric situations. In general, it trades accuracy for computational simplicity as indicated by a run-time of 0.29 seconds when compared to 4.92 seconds for the combinatorial procedure.3

2) For the nominal case ($\rho = 1$), a knee point is not immediately obvious in Fig. 6. Therefore, stage 3 was chosen to be the optimal clustering where both CLF and MCS are satisfactorily small.

3) When $\rho > 1$, the optimal cluster set (child clusters pertaining to stage 3 in Fig. 7 and 8) obtained is : $\{1,2,3\}, \{4,5,6\}, \{7,8,9\}$. When $\rho < 1$, (resulting CLF vs. MCS plots not shown) the corresponding optimal cluster set is : $\{1,4,7\}, \{2,5,8\}, \{3,6,9\}$. This can be justified on the basis of physical arguments. When $\rho > 1$, the horizontal walls are more insulating than the vertical walls, therefore the clusters must be sliced horizontally. A similar explanation applies to the case $\rho < 1$.

C. Discussion

The results of the clustering procedure were easily explained on the basis of physical intuition for the chosen case study. This encourages its implementation on more complex cases in the future. Additionally, the approach can work with existing system information, e.g. Building Information Management (BIM) systems, to get physical information that can drive accurate analyses. The computational complexity of the combinatorial optimization algorithm is an important concern. The processing time for the case $\rho = 1$, implemented on a 2.0 GHz, 960 MB, AMD Athlon machine.

3. Values are for the case $\rho = 1$, implemented on a 2.0 GHz, 960 MB, AMD Athlon machine.
time would scale with the complexity of the system. To address this problem, computationally tractable methodologies which are more reliable than the presented MINCUT approximation are required. This aspect is an open question currently under study.

V. CONCLUSIONS

A combinatorial optimization based clustering procedure, together with its MINCUT approximation was presented in this paper for the determination of appropriate decentralized control architectures in the context of building thermal control. Optimality and robustness were quantified in the form of CLF and MCS metrics, respectively, and the partitioning process involved achieving a tradeoff between these two objectives. Application of this approach on a medium-scale building system resulted in physically justifiable choices of control clusters. Decentralized control design based on the clusters obtained by the method proposed in this paper will be undertaken in future.
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