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Abstract – Effective control of spark ignition engines (SIE) under all operating conditions is essential for achieving high fuel economy, low emissions and high vehicle performance. Design and development of high performance control system is a challenging problem due to the variety of engine operating regimes, the complexity of nonlinear physical and chemical engine processes, a number of unmeasurable variables which directly affect important engine variables, multiplicity of control inputs and outputs, process/measurement noise and load disturbances. In this paper, the most important problems of torque tracking and air-to-fuel ratio (AFR) stabilization at the stoichiometric level are addressed. To provide a suitable solution for this problem, a data driven approach based on the design of direct and inverse models is proposed. The inverse model is represented by a grey box with a selected fixed structure, outputs which are the control variables and a set of input variables as nonlinear functions of the engine state and regulated variables. The direct model is also represented as a grey box, but the regulated variables are the model outputs and the control variables are the model inputs. The parameters of the grey box models are estimated through an offline identification procedure using vehicle data and a special representation of the models in the form of linear regressions. The controller is designed to maintain the combined gain of tandem “inverse model – direct model” close to unity at all engine operating regimes. Two approaches for parameter estimation are proposed and justified. One approach is based on the substitution of the regulated desired value in the inverse model for its current value, and the other is based on the pseudo inverse of the direct model. Both approaches result in the design of a feedforward controller. In practice, the feedforward controller is augmented by a PID controller to provide improved performance in the presence of modeling errors and external disturbances. The final controller is robust to uncontrollable disturbances. Test results demonstrating the performance of the algorithms are presented and discussed.

I. INTRODUCTION

In spite of extensive experience, design of effective robust nonlinear multivariable control of SIE providing torque tracking and air-fuel ratio regulation remains a challenging issue in automotive industry. Proper control of important engine variables such as torque and AFR is greatly beneficial for the performance of engines in terms of fuel consumption, torque responsiveness and exhaust emissions under both steady and transient operations. The ambitious goals of engine improvement are basically dictated by the fuel source, legislations of various countries tightening the requirements for tailpipe HC, CO and NOx emissions, and the competitive position of engine manufacturers. Thus the problem of improvement of torque and AFR controller performance is practical and requires detailed attention to details of the process and measurements.

The main problems facing researchers in this area concerns the variety of engine operating regimes, nonlinear dynamics, the complexity of physical and chemical processes in the engine, uncertainties and a number of unmeasurable variables which directly affect AFR and torque, noise and disturbances. In general, there is no universal approach which can be successfully applied for all complex nonlinear systems. Therefore it is quite important and necessary to use general principles of control. One of these principles is that some problems of control theory and application can be formulated as the problems of inverse dynamics [1, 2, 3]. Approaches based on this principle allow one to successfully solve a wide array of control problems for different nonlinear systems. An application of this principle in the area of artificial neural networks has been realized and effectively developed [4, 5, 12]. In this approach, inverse models were represented as a grey box, with known network architectures. In the works of Krutko [1, 2], it is shown that all well known approaches of classic control theory can be solved from the point of view of inverse dynamics, and the solution of several technical problems is much easier than in classical theory. From this perspective, promising solutions in the area of SIE control can be obtained with the use of principle of inverse dynamics, and effective controllers with principally new capabilities can be implemented.

In this paper the approach based on inverse engine models is proposed. These inverse models when properly used and adjusted can be a powerful base for effective control design. Potentials of inverse model control can be illustrated with the following simple example. Let us consider the open-loop control system presented in Figure 1. Engine controller can be designed on the basis of inverse model which is presented as the consequence of nonlinear and recursive transformations of regulated variable y to the control variable u. The substitution of y* instead of its current value immediately gives feedforward controller. In this case, if the inverse model has absolute precision,
In this section, the experimental results obtained after practical implementation of the dual channel controller are presented.

II. PROBLEM STATEMENT

The objective of control is to compensate engine nonlinear dynamics, uncertainties of the engine model, disturbances and to provide the following inequalities under all operating regimes:

\[ |M(k) - M^*(k)| \leq \Delta_M \text{ for all } t > T_M, \]

where \( M(k) \) is the averaged for one engine cycle crankshaft torque, \( M^*(k) \) is the reference torque, \( T_M \) is the transient time of torque control channel, \( \Delta_M \) is the precision of tracking, \( k \) is event-based sampling time (1 sample corresponds to 1/4th of crankshaft revolution),

\[ |\lambda(k) - 1| \leq \Delta_{\lambda} \text{ for all } t > T_{\lambda}, \]

where \( \lambda(k) \) is the current normalized AFR, "1" is the normalized desired AFR, \( T_{\lambda} \) is the transient time of AFR control channel, \( \Delta_{\lambda} \) is the precision of stabilization.

Acceptable precision is supposed to be reached, if \( \Delta_M \approx 25 \text{ N} \cdot \text{m}, \Delta_{\lambda} \approx 8\% \text{ for all operating conditions} \).

The control variable for torque channel is the angle \( \alpha(k) \) of throttle actuated by the throttle drive which in turn is related to the pedal position controlled by the driver. The control variable for AFR channel is the pulse width of fuel injected \( \Delta_{\nu_i}(k) \).

III. INVERSE ENGINE MODEL FORMULATION

The inverse multi input – multi output (MIMO) model with torque and AFR channels is presented as superposition of empirically chosen nonlinear functions of state and regulated variables passed through linear digital filters with identified parameters. The outputs of the inverse model are the control variables \( \alpha(k) \) and \( \Delta_{\nu_i}(k) \). The choice of the input variables and the structure was motivated in the course of detailed investigation of direct mean-value mathematical models [7, 8, 9, 10].

The proposed dual channel model has the following form:

\[ \alpha(k + m) = \sum_{j=1}^{L} H_i(z) \varphi_j(k) + g_1, \]

\[ 1/\Delta_{\nu_i}(k) = \sum_{j=1}^{N} W_j(z) \xi_j(k) + g_2, \]

where \( g_1, g_2 \) are the biases, \( L, N \) are the numbers of the input variables for corresponding channel.
\[ H_i(z) = \frac{b_{n_1,i}z^{n_1} + b_{n_1-1,i}z^{n_1-1} + \ldots + b_i z + b_{o,i}}{z^{n_1} + a_{n_1-1,i}z^{n_1-1} + \ldots + a_i z + a_o}, \quad (5) \]

\[ W_i(z) = \frac{d_{n_2,i}z^{n_2} + d_{n_2-1,i}z^{n_2-1} + \ldots + d_{i,i} z + d_{o,i}}{z^{n_2} + h_{n_2-1,i}z^{n_2-1} + \ldots + h_i z + h_o}, \quad (6) \]

are the discrete filters with constant parameters \( a_j, b_{j,i}, d_{j,i}, h_j \) to be identified, \( z \) is the forward shift operator, \( n_1, n_2 \) are the orders of corresponding channel of the model.

The main advantage of these models is in the possibility of their transformation to the form of linear regression:

\[ Y(k+n) = \mathcal{G}^T(k)\theta, \quad (7) \]

where \( Y \) is the output of a channel, \( u_1 \) are the input variables of each channel (\( \phi_i \) or \( \xi_j \)), \( n \) is the dynamical order of the channel (\( n_1 \) or \( n_2 \)), \( m \) is the delay between input variables and output variable (\( m_1 \) or \( m_2 \)), \( \theta \in \mathbb{R}^{(s+1)n \times 1} \) is the vector of the filters parameters (\( a_j, b_{j,i}, g_1 \) or \( d_{j,i}, h_j, g_2 \)), \( s \) is the number of the channel inputs (\( L \) or \( N \)).

Representation (7) allows to estimate the unknown model parameters with the use of standard techniques of identification theory [11].

IV. TORQUE CONTROLLER DESIGN

The proposed algorithm of the torque controller design includes four stages.

First of all inverse model of torque channel (3), (5) was designed, and its parameters were identified. The identification of the parameters was conducted with the use of representation (7), least squares approach and data collected during FTP18 test for a vehicle with a V8 engine with volume 5.3L. Data bank includes all state, regulated and control variables which are used in the research. These variables were measured every event (1/4th of crankshaft revolution) during all FTP cycles and saved in data file prepared for Matlab environment.

The results of model verification for \( n_1 = 6, \ m_1 = 4 \) are presented in Figure 2.

\[ \sigma_m(k), \sigma_e(k), \% \]

![Fig. 2. Results of the inverse torque model verification in the vehicle (\( \sigma_m \) is the output of the model, \( \sigma_e \) is the experimental data).](image)

Results show acceptable performance of the inverse model which is used as the base for the further control design.

At the second stage desired value of regulated variable \( \mathcal{M}^*(k) \) was substituted for its current value \( \mathcal{M}(k) \) and feedforward controller design.

\[ \alpha_{ff}(k) = \text{sat} \left[ \frac{\sum_{i=1}^{14} H_i(z)\phi_i(k)}{M(k) = M^*(k)} + g1 \right], \quad (8) \]

\[ \text{sat}[u(k)] = \begin{cases} 55, & \text{if } u(k) \geq 55; \\ u(k), & \text{if } u(k) \in (2, 55); \\ 2, & \text{if } u(k) \leq 2, \end{cases} \quad (9) \]

where 2 and 55 are the percentage minimum and maximum throttle plate positions correspondingly.
Such a simple procedure of feedforward controller design was motivated by relatively slow crankshaft dynamics and relatively small difference between $M^*(k)$ and $M(k)$ (about 20%).

At the third stage feedback loop was designed and adjusted. Feedback loop is represented as a PID controller with empirically adjusted coefficients:

$$\alpha_{fb}(k) = \left[ k_1 + k_2 \frac{1}{z-1} + k_3 \frac{z-1}{z} \right] \varepsilon_M(k),$$  \hspace{1cm} (10)

where $k_1$, $k_2$, $k_3$ are the design parameters chosen empirically,

$$\varepsilon_M(k) = M^*(k) - M(k);$$  \hspace{1cm} (11)

At the last stage the closed-loop system was created and implemented. Final controller is represented as:

$$\alpha(k) = \alpha_f(k) + \alpha_{fb}(k),$$  \hspace{1cm} (12)

where $\alpha_f(k)$ and $\alpha_{fb}(k)$ are defined by (8) and (10) correspondingly.

V. AFR CONTROLLER DESIGN

It is well known that for internal combustion engines the processes of air and fuel mixing, fuel burning and exhaust gases outflow are very complex, nonlinear and relatively fast. In fact fast transients of nonlinear aerodynamics effects in the intake manifold, fuel evaporation process, fuel combustion and exhaust gases outflow are challenging obstacles which should be overcome in the procedure of AFR control synthesis. Therefore an analog idea forming the basis for torque control does not work for AFR controller design. This idea was modified in terms of identification of inverse model parameters. Identification of the parameters was based on minimization of performance index depending on the control error $e_j(k)=1-\lambda(k)$, where the current value of AFR is generated by direct AFR model. The corresponding modified algorithm has the several stages. At the first stage AFR direct model was designed and verified. Basically this model is needed to analyze the open-loop system and design the algorithm generating feedforward controller parameters to provide both the open-loop gain (see example in Figure 1) closed to “1” for all operating regimes and objective (2).

The choice of the input variables and the structure was also motivated in the course of detailed investigation of direct mean-value mathematical models [7, 8, 10]. The proposed model has the following form:

$$\lambda(k) = \sum_{i=1}^{P} \Phi_i(z)\omega_i(k-m2) + f1,$$  \hspace{1cm} (13)

where $f1$ is the bias, $P$ is the quantity of the input variables,

$$\omega_j(k) = [P(k), P^2(k) \omega(k) \omega^2(k) P(k) \omega(k) P^2(k) \omega(k)]^\top \frac{1}{\Delta_{inj}(k)},$$

$$\Phi_i(z) = \psi_{j,i}z^n + \psi_{j,1-i}z^{n-1} + ... + \psi_{j,1}z + \psi_{o,i},$$  \hspace{1cm} (14)

$l$ is the order of the filters, $\psi_{j,i}$, $\beta_i$ are the filters parameters.

The model proposed has two useful properties which simplify the procedure of control synthesis:

— direct model (13), (14) can be also represented in the form (7). Thus parameters $\psi_{j,i}$, $\beta_i$ are identified with the use of standard least squares approach and experimental data;

— the regulated variable $1/\lambda(k)$ is linear in respect to control variable $\Delta_{inj}(k)$.

However AFR model includes time varying functions $\omega_j(k)$ complicating the design of the control law.

The model parameters were identified with use of the data obtained during test of vehicle with the V8 engine. After identification procedure the model was verified. The results of model verification for $l=8$, $m2=10$ are presented in Figure 3.

The results of direct model verification illustrate high precision of the model presented and efficiency of grey box principle. At the next stage the filters (6) of inverse AFR model were expanded to Taylor series in:

$$W_j(z) \approx c_{j,0} + c_{j,1} \frac{1}{z} + c_{j,2} \frac{1}{z^2} + ... + c_{fim,i} \frac{1}{z^m},$$  \hspace{1cm} (15)

where $c_{j,i}$ are coefficients of the expansion, $fim$ is the final degree of the series.

Taking into account representation (15) expression (4) can be rewritten as

$$1/\Delta_{inj}(k) = \sum_{j=1}^{N} \sum_{i=0}^{fin} c_{i,j} \frac{1}{z^i} [\varepsilon_j(k)] + g2.$$  \hspace{1cm} (16)
Feedforward controller can be created immediately by substitution of "1" instead of $\lambda$ in vector $\xi$. The controller can be presented as

$$
\Delta_{inj \, ff}(k) = \left[ \sum_{j=1}^{N} \left( \sum_{i=0}^{\infty} c_{j,i} \frac{1}{z^i} \right) \xi_j(k) + g_2, \right]_{\lambda(k)=1}.
$$

To estimate the coefficients $c_{j,i}$ the last expression was substituted to the direct model (13), (14). After simple algebraic transformations the model of the open-loop tandem can be represented in the form of linear regression:

$$
\bar{y} = \eta^T \sigma(k) + f^1 \cdot (1 + \beta_1 \lambda(k) + ... + \beta_1 + \beta_0),
$$

where $\eta(k) = \lambda(k) + \beta_1 \lambda(k-1) + ... + \beta_1 \lambda(k-l+1) + \beta_1 \lambda(k-l)$, $\eta^T = \left[ c_{0,1}, c_{1,1}, ..., c_{f,m,1}, c_{0,2}, c_{1,2}, ..., c_{f,m,2}, ... \right]$, and

$$
\sigma^T(k) = \left[ \sum_{j=0}^{\infty} \sum_{r=0}^{\infty} \psi_{r,j} \frac{1}{z^r} \nu_j(k) \xi_j(k) \right].
$$

The parameters of the controller are presented in Table 1. The results of the test are presented in Figure 4.

<table>
<thead>
<tr>
<th>Torque controller parameters</th>
<th>AFR controller parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>$k_2$</td>
</tr>
<tr>
<td>0.06</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

At the next stage feedback loop was designed and adjusted. Feedback loop is represented as a PID controller with empirically adjusted coefficients:

$$
\Delta_{inj \, fb}(k) = \left[ k_1 + k_2 \frac{1}{z-1} + k_3 \frac{z-1}{z} \right] \nu(k),
$$

where $k_1$, $k_2$, $k_3$ are the design parameters chosen empirically.

At the last stage the closed-loop system was created and implemented. Final controller is represented as:

$$
\Delta_{inj}(k) = \text{sat} \left[ \Delta_{inj \, fb}(k) + \Delta_{inj \, ff}(k) \right]^{-1}.
$$

where 50 is the maximum fuel pulse width in milliseconds.

Thus two channel torque and AFR controller based on adjusted inverse models is presented by expressions (12) and (21).

VI. VEHICLE TEST RESULTS

To verify the proposed approach, the control algorithms were tested in a vehicle with a V8 5,3L engine over several operating regimes in chassis rollers characterized by full ranges of load, crankshaft speed and desired torque.

The test duration lasted 2 minutes.

The parameters of the controller are presented in Table 1. The results of the test are presented in Figure 4.

During the test, the air pressure and reference torque were changed in wide ranges, and these changes included fast transients accompanied by the highest errors of control. The maximum error of AFR stabilization was provided at the level 8%, while torque tracking accompanied by high amplitude of measurement noise was provided at the average level 20% .

Thus it can be inferred that the test results show acceptable performance of the torque tracking and AFR stabilization according to the objectives (1) and (2) in the wide range of engine operating.

Table 1. Parameters of the dual channel controller
VII. 6. CONCLUSION

In this paper new approaches for torque and AFR control were proposed and the corresponding control algorithms were designed and tested in a vehicle. The approaches and algorithms are based on inverse engine models which were presented as grey boxes with fixed structure and the parameters identified in the course of experimental data processing. The inverse models were used for the design of feedforward controller compensating for the nonlinear dynamics of the engine. It is worth noting that the controller designed is robust in respect to uncontrollable noise and disturbances.

The workability of the approach and the algorithm was illustrated by the experimental results. The implemented torque and AFR controller provides the control objectives (1), (2) with acceptable precision.

The proposed algorithms are also developed for the design of self-learning controllers which can adjust the inverse models and feedforward loops without the human intervention and are subjects of future publications.

On the basis of the proposed approach of AFR stabilization a theoretical approach for a class of linear time varying systems including model (13) will be created and developed.
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