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Abstract—In this paper, we first establish a stability result for a class of linear switching systems involving Kronecker product. The problem is intriguing in that the system matrix does not have to be Hurwitz in any time instant. We have established the main result by a combination of the Lyapunov stability analysis and a generalized Barbalat’s Lemma applicable to piecewise continuous linear systems. As applications of this stability result, we study both the leaderless consensus problem and the leader-following consensus problem for general marginally stable linear multi-agent systems under switching network topology. In contrast with many existing results, our result only assume that the dynamic graph is uniformly connected.

I. INTRODUCTION

In this paper, we first consider the stability property of a class of linear switching systems:

\[ \dot{x}(t) = (I_N \otimes A - F_{\sigma(t)} \otimes (BB^T P)) x(t), \quad \sigma(t) \in \mathcal{P} \]

(1)

where \( \sigma(t) : [0, +\infty) \rightarrow \mathcal{P} = \{1, 2, ..., \rho\} \) for some integer \( \rho \geq 1 \), is a right continuous piecewise constant switching signal whose switching instants \( \{t_i : i = 0, 1, \ldots\} \) satisfies, for all \( i \geq 1 \), \( t_{i+1} - t_i \geq \tau \) for a positive constant \( \tau \), \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times m} \), and \( P \) is some positive definite matrix.

This class of linear switching systems arises in the consensus analysis of a general class of multi-agent systems

\[ \dot{x}_i = Ax_i + Bu_i, \quad i = 1, 2, ..., N \]

(2)

where \( x_i \in \mathbb{R}^n \), \( u_i \in \mathbb{R}^m \) are the state and control of the agent \( i \).

Two types of consensus problems can be associated with system (2). The first type is called leaderless consensus problem as studied in, e.g., [11], [19], [20], [21] and the second type is called leader-following consensus as studied in, e.g., [12]. As will be seen later, the solvability of both types of the consensus problems will rely on the asymptotic stability of a system of the form (1) where the matrix \( F_{\sigma(t)} \) is determined by a dynamic graph that is dictated by a switching signal \( \sigma(t) \). The fixed network can be viewed as a special case of the dynamic network with \( \rho = 1 \). In this case, system (1) reduces to a linear time-invariant system.

Denote \( \tilde{A}_{\sigma(t)} = I_N \otimes A - F_{\sigma(t)} \otimes (BB^T P) \). If there exists a positive definite matrix \( P \) such that

\[ PA_{\sigma(t)} + \tilde{A}_{\sigma(t)}^T P < 0 \quad \forall \ t \geq 0, \]

then system (1) is asymptotically stable with \( V(x) = x^T P x \) as the common Lyapunov function [13]. Other methods such as the multiple Lyapunov function [2], the generalized LaSalle’s invariance principle [5] can only be used to determine the asymptotic stability of the linear switching systems for the case when \( A_{\sigma(t)} \) is Hurwitz. What challenges our problem is that we will not assume that the system matrix \( A_{\sigma(t)} \) is Hurwitz at any time instant. This case happens when dealing with the two consensus problems of system (2) without assuming the associated dynamic graph is connected at any time instant [8], [10], [12], [15].

Many efforts have been made on studying the stability of the linear switching systems of the form (1). For example, when \( A = 0 \), \( B = 1 \), \( P = 1 \), \( F_{\sigma(t)} = L_{\sigma(t)} \) where \( L_{\sigma(t)} \) is the Laplacian of the switching network graph, (1) represents the overall closed-loop system that consists of a distributed control protocol and a group of single integrators [8], [10], [14], [15].

More recently, when studying the the leader-following consensus for system (2) for the case where the graph is undirected and the leader is uniformly globally reachable by all followers in [12], the authors showed that the problem is solvable if a system of the form (1) is asymptotically stable and they further showed that (1) is asymptotically stable provided that there exists a positive definite matrix \( P \) satisfying the following two algebraic matrix inequalities:

\[ PA + A^T P - 2\delta_{\min} PBB^T P + \delta_{\min} I < 0 \]

(3)

\[ PA + A^T P \leq 0 \]

(4)

However, no discussion on the solvability of (3) and (4) was given in [12]. In fact, it can be verified that, for a simple forced harmonic system, i.e., a system with \( A = \begin{pmatrix} 0 & 1 \\ -\omega^2 & 0 \end{pmatrix} \), \( B = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \), the two inequalities (3) and (4) do not admit a solution.

Nevertheless, as the first main result of this paper, we will show that, under the same assumptions on \( F_{\sigma(t)} \) as in [12], and the following assumption

**Assumption 1:** There exists a positive definite matrix \( P \) satisfying the linear matrix inequality

\[ PA + A^T P \leq 0 \]

(5)

the linear switching system (1) is asymptotically stable. Thus, the constraint imposed by the inequality (3) can be removed. Clearly, Assumption 1 is weaker than the two inequalities (3) and (4). In fact, Assumption 1 always holds when \( A \) is Hurwitz or marginally stable, i.e., all the eigenvalues of \( A \) have negative real part or are semi-simple with zero real
part. On the other hand, as will be pointed out in Remark 5, when $A$ is neutrally stable, i.e., all the eigenvalues of $A$ are semi-simple with zero real part, the two algebraic matrix inequalities usually do not admit a common positive definite solution.

As mentioned above, the stability analysis of the system of the form (1) is motivated by studying two types of consensus problems associated with the system (2) under the switching network topology. The first type consensus problem, i.e., the leaderless consensus problem was first studied for the fixed network in [11], [14], [17], [19], [20], and for the switching network in [8], [10], [14], [15], [17], [21]. For the switching network case, the investigations are mainly focused on the single integrator system [8], [10], [14], [15] or the harmonic system [17]. Even for the harmonic system, the result relies on a somehow restrictive assumption that the network graph is connected at any time instant. Recently, the authors in paper [21] studied the leaderless consensus of system (2) under the condition that the network is connected at any time instant or is frequently connected with time period $T$.

The second type consensus problem, i.e., the leader-following consensus problem has also been widely studied for both the fixed network in [12], [16], and the switching network in [6], [7], [8], [12]. Perhaps, the most general case was studied recently in [12]. However, as mentioned above, the result is hinged on the existence of a positive definite matrix $P$ satisfying the two inequalities (3) and (4).

Nevertheless, our main result on the stability of system (1) has offered an opportunity to tackle both the leaderless and the leader-following consensus problems for the class of linear system (2) where the matrix $A$ is marginally stable without assuming the associated switching network is connected at any time instant. As a matter of fact, for the leaderless case, we will solve the problem via the distributed state feedback protocol under the weaker assumption that the dynamic graph is uniformly connected, which means that the network can be disconnected at all time instants as opposed to the existing result in, say, [21]. On the other hand, for the leader-following case, under the same assumptions on the dynamic graph topology as those in [12], and without relying on the common solution of two inequalities (3) and (4), we will provide a solution for the problem via the distributed state feedback protocol.

The rest of this paper is organized as follows. In Section II, we study the stability of the linear switching system (1). In Section III, we present the problem formulation of consensus of multi-agent systems. In Section IV and V we study the leaderless consensus and the leader-following consensus via state feedback for the linear system (2), respectively.

Throughout this paper, $\otimes$ denotes the Kronecker product of matrices. $I_N$ denotes a $N$ dimensional column vector with all elements 1, $[a]$ denotes the largest integer less than $a$, an $A^{1/2}$ denotes the square root of a positive semi-definite matrix A.

1The network topology is said to be frequently connected with time period $T$, if there exists a $T > 0$, such that for any $t > 0$, there exists a $t^* \in [t, t + T)$ such that the graph $G(t^*)$ is connected.

II. STABILITY ANALYSIS OF THE LINEAR SWITCHING SYSTEM (1)

In this section, we first present a generalized version of Babalat’s Lemma which is applicable to piecewise continuous systems. Using this Lemma, we study the stability of linear switching system (1).

**Lemma 1:** [Generalized Babalat’s Lemma] Let $t_i \in [0, +\infty), \ i = 0, 1, 2, \cdots$, satisfying $t_0 = 0$, $t_{i+1} - t_i \geq \tau > 0$. Suppose $V(t) \in [0, +\infty)$ satisfies

1) $\lim_{t \to \infty} V(t)$ exists;

2) $\dot{V}(t)$ is twice differentiable in each interval $[t_i, t_{i+1})$;

3) $\dot{V}(t)$ is bounded over $[0, +\infty)$ in the sense that

$$\sup_{t_i \leq t < t_{i+1}} \dot{V}(t) < +\infty.$$  

Then $\dot{V}(t) \to 0$ as $t \to \infty$.

Due to the space limit, the proof of Lemma 1 is omitted here.

**Remark 1:** Since $V(t)$ can be piecewise continuous, Lemma 1 can be seen as an extension of Babalat’s Lemma [18] to the class of piecewise continuous functions by allowing $\dot{V}(t)$ to be piecewise continuous and requiring $\dot{V}(t)$ to be bounded.

**Remark 2:** Another version of the generalized Babalat’s Lemma was given as Lemma 1 of [9]. However that version requires $V(t)$ to be continuous.

Applying Lemma 1 to non-increasing and lower bounded continuous function $V(t)$ gives the following result.

**Corollary 1:** Given the sequence $\{t_i\}$ with $t_0 = 0$, $t_{i+1} - t_i \geq \tau$, for some $\tau > 0$, $i = 0, 1, 2, \cdots$, suppose that a scalar continuous function $V(t)$, $t \in [0, \infty)$ satisfies

1) $V(t)$ is lower bounded;

2) $\dot{V}(t)$ is non-positive and differentiable in each interval $[t_i, t_{i+1})$;

3) $\dot{V}(t)$ is bounded over $[0, +\infty)$ in the sense that

$$\sup_{t_i \leq t < t_{i+1}} |\dot{V}(t)| < +\infty.$$  

Then $\dot{V}(t) \to 0$ as $t \to \infty$.

**Proof:** Since $V(t)$ is lower bounded and continuous and $\dot{V}(t)$ is non-positive, $\lim_{t \to \infty} V(t)$ exist. Applying Lemma 1, the conclusion of Corollary 1 holds.

**Lemma 2:** Suppose an integrable function $f(t): [0, +\infty) \to \mathbb{R}$ satisfies $\lim_{t \to \infty} f(t) = 0$. Then for any arbitrary positive number $T_0$, $\lim_{t \to \infty} \int_{t_0}^{t+T_0} f(s)ds = 0$.

The proof of Lemma 2 is obvious and is omitted here.

We now consider the stability property of the class of linear switching systems described by (1). For this purpose, let us first introduce the following definition:

**Definition 1** (see in [6], [8]): A time signal $\sigma: [0, \infty) \to \mathcal{P}$ where $\mathcal{P} = \{1, 2, \cdots, \rho\}$ for some integer $\rho > 0$ is said to be a piecewise constant switching signal with dwell time $\tau$ if there exists a sequence $\{t_i : i = 0, 1, \cdots\}$ satisfying, for all $i \geq 1$, $t_i - t_{i-1} \geq \tau$ for some positive constant $\tau$ such that, over each interval $[t_i, t_{i+1})$, $\sigma(t) = p$ for some integer $1 \leq p \leq \rho$. $t_0, t_1, t_2, \cdots$ are called switching instants.
Now we present our main result:

**Theorem 1:** Consider the linear switching system (1), where \( \sigma(t) \) is a piecewise constant switching signal with dwell time \( \tau \), \( F_\sigma(t) \) is symmetric and positive semi-definite for any \( t \geq 0 \), and the pair \((A, B)\) is controllable with \( A \) satisfying Assumption 1. Then

(i) If some solution \( x(t) \) of (1) has the property that there exists a subsequence \( \{i_k\} \) of \( \{i : i = 0, 1, \ldots\} \) with \( t_{i_k+1} - t_{i_k} < \nu \) for some positive \( \nu \) such that \( x(t_{i_k}) \) is orthogonal to the null space of the matrix \( (\sum_{q=i_k+1}^{i_k-1} F_\sigma(t_q)) \otimes A \), then

\[
\lim_{k \to \infty} x(t) = 0. \tag{6}
\]

(ii) If there exists a subsequence \( \{i_k\} \) of \( \{i : i = 0, 1, \ldots\} \) with \( t_{i_k+1} - t_{i_k} < \nu \) for some positive \( \nu \) such that the matrix \( (\sum_{q=i_k+1}^{i_k-1} F_\sigma(t_q)) \) is nonsingular, then the origin of the system (1) is asymptotically stable.

**Proof:** Part (i): Let \( \xi(t) = (I_N \otimes A - F_\sigma(t) \otimes (BB^T)) \sigma(t) \in \mathcal{P} \). (7)

Let

\[
V(\xi(t)) = \frac{1}{2} \xi^T(t) \xi(t). \tag{8}
\]

Then, the derivative of \( V(\xi(t)) \) along system (7) exists on every interval \([t_i, t_{i+1}], i = 0, 1, 2, \ldots\), and is given by, noting \( \dot{A} \preceq A \preceq 0 \),

\[
\dot{V}(\xi(t))|_{(7)} = \frac{1}{2} \xi^T(t) ((I_N \otimes A - F_\sigma(t) \otimes (BB^T))^T + (I_N \otimes A - F_\sigma(t) \otimes (BB^T))) \xi(t)
\]

\[
\leq -\xi^T(t) (F_\sigma(t) \otimes (BB^T)) \xi(t) \leq 0. \tag{9}
\]

So \( V(\xi(t)) \leq V(\xi(0)), \) i.e., \( \|\xi(t)\| \leq \|\xi(0)\| \) for any \( t \geq 0 \).

Since \( \sigma(t) \in \mathcal{P} \) and \( \mathcal{P} \) is a finite set, \( \|F_{\sigma(t)} \otimes I_n\|, \|F_{\sigma(t)}^2 \otimes (BB^T)\| \) and \( \|I_N \otimes A - F_{\sigma(t)} \otimes (BB^T)\| \) are all bounded. Then by (7), \( \|\xi(t)\| \) is bounded, so is \( V(\xi(t)) \).

By Corollary 1, \( \lim_{t \to \infty} V(\xi(t)) = 0 \), i.e.,

\[
\lim_{t \to \infty} \xi^T(t) (F_\sigma(t) \otimes (BB^T)) \xi(t) = 0 \tag{10}
\]

We will show that (10) implies (6) by the following two steps:

**Step-1:** We first show that (10) implies

\[
\lim_{t \to \infty} (F_{\sigma(t)} \otimes I_n) \xi(t) = 0. \tag{11}
\]

In fact, (10) is equivalent to

\[
\lim_{t \to \infty} (I_N \otimes (-B^T)) (F_{\sigma(t)} \otimes I_n) \xi(t) = 0. \tag{12}
\]

Note that \( \xi(t) \) is bounded. Let \( \eta(t) = (F_{\sigma(t)} \otimes I_n) \xi(t) \). Then \( \eta(t) \) is also bounded, and the derivative of \( \eta(t) \) that exists on every interval \([t_i, t_{i+1}], i = 0, 1, 2, \ldots\), is given by

\[
\dot{\eta}(t) = (F_{\sigma(t)} \otimes I_n) (I_N \otimes A - F_{\sigma(t)} \otimes (BB^T)) \xi(t)
\]

\[
= (I_N \otimes A - F_{\sigma(t)} \otimes (BB^T)) (F_{\sigma(t)} \otimes I_n) \xi(t)
\]

\[
= (I_N \otimes A - F_{\sigma(t)} \otimes (BB^T)) \eta(t) \tag{13}
\]

By (12),

\[
\lim_{t \to \infty} (I_N \otimes (-B^T)) \eta(t) = 0. \tag{14}
\]

Applying Lemma 1 to each component of the vector \((I_N \otimes (-B^T)) \eta(t) \), the limit of \((I_N \otimes (-B^T)) \eta(t) = 0 \). Combining (13), (14) and the fact that \( \|F_{\sigma(t)} \otimes I_n\| \) is bounded, we get

\[
\lim_{t \to \infty} (F_{\sigma(t)} \otimes I_n) \xi(t) = \lim_{t \to \infty} (I_N \otimes (-B^T))[\eta(t) + (F_{\sigma(t)} \otimes (BB^T)) \eta(t)]
\]

\[
= 0 + 0 = 0. \tag{15}
\]

Repeating this process, we have

\[
\lim_{t \to \infty} (I_N \otimes (-B^T))(F_{\sigma(t)} \otimes I_n) \xi(t) = 0, \quad k = 2, \ldots, nN - 1 \tag{16}
\]

Since the pair \((A, B)\) is controllable, so is \((\bar{A}, \bar{B})\). Thus the pair \((\bar{B}^T, \bar{A})\) is observable, so is the pair \((I_N \otimes (\bar{B}^T), I_N \otimes \bar{A})\). Therefore by (14), (15) and (16), we can obtain \( \lim \eta(t) = 0, \) i.e., (11) holds.

**Step-2:** We now show that (11) implies (6). For any \( t \in [t_{i_k}, t_{i_k+1}) \). Let \( t_{i_k}, t_{i_k+1}, \ldots, t_{i_{k+1}} \) be the switching instants in \([t_{i_k}, t_{i_k+1}) \). Then (11) implies

\[
\lim_{k \to \infty} (F_{\sigma(t_{i_k+1})} \otimes I_n) \xi(t_{i_k+j}) = 0. \quad j = 0, 1, \ldots, p_k \tag{17}
\]

where \( p_k = i_{k+1} - i_k - 1 \leq \left\lfloor \frac{\nu}{2} \right\rfloor + 1 \). Since, for \( j = 1, \ldots, p_k, \)

\[
\xi(t_{i_k+j}) = e^{(I_N \otimes \bar{A}) (t_{i_k+j} - t_{i_k+1})} \xi(t_{i_k+1}) + \Delta_j(k) \tag{18}
\]

where

\[
\Delta_j(k) = \int_{t_{i_k+1}}^{t_{i_k+j}} e^{(I_N \otimes \bar{A}) (t_{i_k+j} - s)} (F_{\sigma(s)} \otimes (BB^T)) \xi(s) \, ds. \tag{19}
\]

Let \( \Upsilon = \max_{e \in [\tau, \nu]} \|e(I_N \otimes \bar{A})\| \). Then \( \Upsilon \) is finite since \( \|e(I_N \otimes \bar{A})\| \) is continuous on \([\tau, \nu]\). Since \( \tau \leq t_{i_k+j} - t_{i_k+1} \leq t_{i_k+1} - t_{i_k} < \nu \), we have

\[
\|\Delta_j(k)\| \leq \Upsilon \int_{t_{i_k+1}}^{t_{i_k+j}} \|I_N \otimes \bar{B} (F_{\sigma(s)} \otimes (BB^T))\xi(s)\| \, ds. \tag{20}
\]

By (10), and Lemma 2, \( \lim_{k \to \infty} \Delta_j(k) = 0 \).
Repeating this process we can obtain
\[ \lim_{k \to \infty} (F_{\sigma(t_{ik+j})} \otimes I_n) \xi(t_{ik}) = 0, \quad j = 0, \ldots, p_k. \] (21)

Let \( J_k = \{ \sum_{q=1}^{k+1} F_{\sigma(t_q)} \otimes I_n \} \xi(t_{ik}) \). Then (21) leads to
\[ \lim_{k \to \infty} \zeta_k = 0 \] (22)

Since \( x(t_{ik}) \) and hence \( \xi(t_{ik}) \) is orthogonal to the null space of \( J_k \), we have \( \xi(t_{ik}) = J_k^\dagger \zeta_k \) where \( (J_k)^\dagger \) is the Moore-Penrose inverse of \( J_k \). Thus, \( ||\xi(t_{ik})|| \leq ||J_k^\dagger|| ||\zeta_k|| \).

Since \( \sum_{q=ik}^{ik+1} F_{\sigma(t_q)} = \sum_{q=ik}^{ik+p_k} F_{\sigma(t_q)}, p_k \leq \left\lfloor \frac{r}{s} \right\rfloor + 1, \text{ and } P \) is a finite set, the set \( \{ J_k, k = 1, 2, \ldots \} \) contains only finitely many distinct real numbers. Thus, there exists a finite real number \( J \) such that, for all \( k = 1, 2, \ldots, ||J_k^\dagger|| \leq J \).

Then \( ||\xi(t_{ik})|| \leq J ||\zeta_k|| \). Therefore, (22) implies
\[ \lim_{k \to \infty} ||\xi(t_{ik})|| = 0. \] (23)

By (9), \( ||\xi(t)|| \) is non-increasing as \( t \to \infty \). This fact together with (23) concludes \( \lim_{t \to \infty} \xi(t) = 0 \). Thus,
\[ \lim_{t \to \infty} x(t) = \lim_{t \to \infty} (I_N \otimes P^{-\frac{1}{2}}) \xi(t) = 0. \]

Part (ii): Since \( J_k \) is nonsingular, the Moore-Penrose inverse of \( J_k \) becomes the inverse of \( J_k \). We still have (23), and hence, any solution of (1) will approach the origin asymptotically. Therefore, the origin of system (1) is asymptotically stable. \( \square \)

Remark 3: Our result is in contrast with the recent result in [3] where the stability property of a linear switching system of the form \( \dot{x} = A_\sigma(t)x \), where \( \sigma(t) \in P \), with \( P \) finite, and \( A_\sigma(t) \) may not be Hurwitz is thoroughly studied. The result in [3] relies on the existence of the so-called common joint quadratic Lyapunov function\(^2\)[3]. However, by (9) and some direct calculations, we can conclude that the quadratic function (8) cannot be a common joint quadratic Lyapunov function for system (1) unless \( B \) is of full row rank.

III. PRELIMINARIES OF CONSENSUS PROBLEM

In this section, we first summarize some terminologies on a graph, and then present the problem formulation of both leaderless consensus and leader-following consensus of linear multi-agent systems.

A. Graph

We first introduce some graph notations which can be found in [4]. A graph \( G = (V, E) \) consists of a finite node set \( V = \{ 1, \ldots, N \} \) and an edge set \( E = \{(i, j) \mid i, j \in V\} \subseteq V \times V \). If edge \( (i, j) \in E \), node \( i \) is called a neighbor of node \( j \). \( N_i \) denotes the set of labels of those nodes that are neighbors of the node \( i \). If the graph \( G \) contains a sequence of edges of the form \( (i_1, i_2), (i_2, i_3), \ldots, (i_k, i_{k+1}) \), then the set \( \{ (i_1, i_2), (i_2, i_3), \ldots, (i_k, i_{k+1}) \} \) is called a path of \( G \) from \( i_1 \) to \( i_{k+1} \) and node \( i_1 \) is said to be reachable from node \( i_1 \).

\(^2\)The function \( V(x) = x^TPx \) with \( P \) a positive definite matrix is called a common joint quadratic Lyapunov function if \( P \) has the property that \( PA_i + A_i^TP = -Q_i \leq 0, \forall i \in P \), and \( Q \triangleq \sum_{i=1}^N Q_i > 0 \). The edge \( (i, j) \) is called undirected if \( (i, j) \in E \) implies \( (j, i) \in E \). The graph is called undirected if every edge in \( E \) is undirected. A graph \( G \) is called strongly connected if there exists a path between any two distinct nodes. A undirected and strongly connected graph \( G \) is called connected. A graph \( G_s = (V_s, E_s) \) is a subgraph of \( G = (V, E) \) if \( V_s \subseteq V \) and \( E_s \subseteq E_s \).
is generated by a linear system of the form:
\[ \dot{x}_0 = Ax_0 \quad (25) \]
where \( x_0 \in \mathbb{R}^n \) is the state of the system.

In what follows, we call system (2) and system (25) follower system and leader system, respectively. Associated with system (2) and system (25), we define another dynamic graph \( \tilde{G}_\sigma(t) = \{ V, \tilde{E}_\sigma(t) \} \) where \( V = \{ 0, 1, \ldots, N \} \) and \((j, i) \in \tilde{E}_\sigma(t)\) if and only if the control \( u_i \) can make use of \( x_j \) for feedback at time \( t \). Clearly, \( G_\sigma(t) \) is a subgraph of \( \tilde{G}_\sigma(t) \) and can be obtained from \( G_\sigma(t) \) by removing the node 0 from \( V \) and all edges incident on node 0 at time \( t \) from \( \tilde{E}_\sigma(t) \).

Let \( \Delta_{\sigma(t)} \) be an \( N \times N \) nonnegative diagonal matrix whose \( i \)th diagonal element is \( b_i(t) \), where \( b_i(t) > 0 \) if \((0, i) \in \tilde{E}_\sigma(t) \) and \( b_i(t) = 0 \) if otherwise. We define the matrix \( H_\sigma(t) = L_\sigma(t) + \Delta_{\sigma(t)} \). Then \( H_\sigma(t) \) is symmetric and positive semi-definite for any \( t \geq 0 \) if \( L_\sigma(t) \) is. Since \( L_\sigma(t) 1_N = 0 \), we have \( H_\sigma(t) 1_N = \Delta_{\sigma(t)} 1_N \) for any \( t \geq 0 \).

We consider the distributed state feedback protocol as follows:
\[ u_i = K \left( \sum_{j=1}^{N} a_{ij}(t)(x_j - x_i) + b_i(t)(x_0 - x_i) \right) \quad i = 1, \ldots, N \]
(26)
where \( K \) is some gain matrix to be defined later.

**Definition 3 (Leader-Following Consensus Problem):** Given the leader system (25), the follower system (2) and a dynamic graph \( G_\sigma(t) \), find the distributed state feedback protocol (26) such that, for \( i = 1, \ldots, N \), \( x_i(t) - x_0(t) \to 0 \) as \( t \to \infty \).

**Remark 5:** In paper [12], the authors considered the distributed state feedback protocol (26) with \( P = B^TP \), where \( P \) is the common positive definite solution of inequalities (3) and (4). However, when \( A \) is neutrally stable, the inequalities (3) and (4) usually do not have a common positive definite solution. In fact, if a positive definite matrix \( P \) satisfies (4), it must satisfy \( PA + A^TP = 0 \). Thus, the inequality (3) reduces to \(-2PPBB^TP + I < 0 \), which is possible only if \( B \) is of full row rank. We will show later that the two inequality constraints (3) and (4) can be reduced to one simple inequality \( PA + A^TP \leq 0 \) which always has a positive definite solution \( P \) when \( A \) is neutrally stable.

**IV. SOLVABILITY OF LEADERLESS CONSENSUS**

We need the following assumptions.

**Assumption 2:** The dynamic graph \( G_\sigma(t) \) is undirected for any \( t \geq 0 \).

**Assumption 3:** There exists a subsequence \( \{ i_k \} \) of \( \{ i : i = 0, 1, \ldots \} \) with \( t_{i_{k+1}} - t_{i_k} < \nu \) for some positive \( \nu \) such that the union graph \( G([t_{i_k}, t_{i_{k+1}}]) \) is connected.

**Remark 6:** (i) Under Assumption 2, the Laplacian \( L_\sigma(t) \) of \( G_\sigma(t) \) is symmetric and positive semi-definite for any \( t \geq 0 \).

(ii) If a dynamic graph satisfies Assumption 3, it is called uniformly connected over \([0, +\infty) \) [10], or jointly connected over \([t_{i_k}, t_{i_{k+1}}) \) in [8].

**Remark 7:** Let \( \mathcal{L}^k = \sum_{q=i_k}^{i_{k+1}-1} L_\sigma(t_q) = [l^k_{ij}] \). Then, for all \( i, j = 1, \ldots, N \), \( l^k_{ii} \leq 0, l^k_{ij} \geq 0 \) when \( i \neq j \), and \( \sum_{j=1}^{N} l^k_{ij} = 0 \). Thus, the matrix \( \mathcal{L}^k \) can be viewed as a Laplacian of the union graph \( \bigcup_{q=i_k}^{i_{k+1}-1} G_\sigma(t_q) = G([t_{i_k}, t_{i_{k+1}}]) \).

By Remark 4, Assumption 2 implies \( \mathcal{L}^k \) is positive semi-definite, and Assumption 3 implies \( \mathcal{L}^k \) has exactly one zero eigenvalue and its null space is \( \text{span}\{1_N\} \).

**Theorem 2:** Under Assumptions 1, 2 and 3, the leaderless consensus problem is solvable by the distributed control protocol (24) with the gain matrix \( K = B^TP \), where \( P \) is the positive definite solution of (5).

**Proof:** Under the distributed state feedback control protocol (24), the closed-loop system of agent \( i \) is
\[ \dot{x}_i = Ax_i + BB^TP \sum_{j=1}^{N} a_{ij}(t)(x_j - x_i) \]
(27)
Denote by \( x_c(t) \) the center of all agents at time \( t \) which is
\[ x_c(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(t) \]
Since the network graph is undirected, by direct calculation, we have
\[ \dot{x}_c(t) = \sum_{i=1}^{N} \dot{x}_i(t) = A \left( \sum_{i=1}^{N} x_i(t) \right) = Ax_c(t) \]
(28)
Like [21], we define a decomposition of \( x_i(t) \) as
\[ x_i(t) = x_c(t) + w_i(t) \quad i = 1, \ldots, N \]
(29)
where \( x_i(t), i = 1, \ldots, N \) is the state of agent \( i \). (29) is equivalent to the following compact form
\[ \dot{x}(t) = I_N \otimes x_c(t) + w(t) \]
(30)
where \( x(t) = [x_1(t)^T, x_2(t)^T, \ldots, x_N(t)^T]^T \) and \( w(t) = [w_1(t)^T, w_2(t)^T, \ldots, w_N(t)^T]^T \). The vector \( w(t) \) is called the (group) disagreement vector.

By (27), (28) and (30), the overall closed-loop system with respect to the disagreement vector \( w(t) \) can be written in the form
\[ \dot{w}(t) = (I_N \otimes A - L_\sigma(t) \otimes (BB^TP)) w(t) \]
(31)
Since \( \sum_{i=1}^{N} w_i(t) = \sum_{i=1}^{N} x_i(t) - N x_c(t) = 0 \), \( w(t) \) is orthogonal to \( \text{span}\{1_N \otimes I_n\} \) for any \( t \geq 0 \). By Remark 7, the null space of \( \sum_{q=i_k}^{i_{k+1}-1} L_\sigma(t_q) \) is \( \text{span}\{1_N \otimes I_n\} \). So the null space of \( \sum_{q=i_k}^{i_{k+1}-1} L_\sigma(t_q) \otimes I_n \) is \( \text{span}\{1_N \otimes I_n\} \). Thus, \( w(t_k) \) is orthogonal to the null space of \( \sum_{q=i_k}^{i_{k+1}-1} L_\sigma(t_q) \otimes I_n \). Then by Theorem 1, \( \lim_{t \to \infty} w(t) = 0 \). Therefore, all the state \( x_i(t) \) asymptotically converge to \( x_c(t) \). The leaderless consensus is thus achieved. \( \square \)

**Remark 8:** When \( A = 0 \) and \( B = 1 \), the plant (2) reduces to the single-integrator system. Obviously, this system satisfies Assumption 1. Thus, the leaderless consensus problem described in Definition 1 is solvable provided that the dynamic graph \( G_\sigma(t) \) is undirected and uniformly connected. In fact, by Theorem 2, with \( K = 1 \), the state feedback protocol is given by \( u_i = \sum_{j=1}^{N} a_{ij}(t)(x_j - x_i(t)) \) and the closed-loop system is \( \dot{x} = -L_\sigma(t)x \) This problem has been well studied in [8], [10], [14], [15].
When $A = \begin{pmatrix} 0 & 1 \\ -\omega^2 & 0 \end{pmatrix}$ and $B = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$, the plant (2) reduces to multiple harmonic oscillators. This system also satisfies Assumption 1. Thus, the leaderless consensus problem is also solvable provided that the dynamic graph $G_{\sigma(t)}$ is undirected and uniformly connected. In fact, with $P = \begin{pmatrix} \omega^2 & 0 \\ 0 & 1 \end{pmatrix}$ and the control gain $K = B^T P = \begin{pmatrix} 0 & 1 \end{pmatrix}$, the state feedback protocol (24) solves the problem. This result extends the result in [17] where it is assumed that the network graph is directed and strongly connected at any time instant.

Remark 9: Theorem 2 also extends the result in [21] for the case $A$ is marginal stable in the sense that the uniform connectivity is strictly weaker than connectivity or frequent connectivity.

V. SOLVABILITY OF LEADER-FOLLOWING CONSENSUS

We need the following assumption and lemma:

Assumption 4: There exists a subsequence $\{i_k\}$ of $\{i: i = 0, 1, \ldots\}$ with $t_{i_k+1} - t_k < \nu$ for some positive $\nu$ such that every node is reachable form the node 0 in the union graph $\bar{G}(t_{i_k}, t_{i_k+1})$.

Lemma 3 (see in [7]): The matrix $H = L + \Delta$ has all eigenvalues with positive real parts if and only if every node is reachable form the node 0 in $\bar{G}$.

Remark 10: By Remark 7, $\sum_{q=i_k}^{t_{i_k+1}} L_{\sigma(q)}$ can be viewed as a Laplacian of $G((t_{i_k}, t_{i_k+1}))$. On the other hand, $\sum_{q=i_k}^{t_{i_k+1}} \Delta_{\sigma(q)}$ is a nonnegative diagonal matrix whose $j$th diagonal element is positive if and only if $(0, j) \in \bigcup_{q=i_k}^{t_{i_k+1}} E_{\sigma(q)}$. Since $\sum_{q=i_k}^{t_{i_k+1}} H_{\sigma(q)} = \sum_{q=i_k}^{t_{i_k+1}} L_{\sigma(q)} + \sum_{q=i_k}^{t_{i_k+1}} \Delta_{\sigma(q)}$, by Lemma 3, under Assumptions 2 and 4, the matrix $\sum_{q=i_k}^{t_{i_k+1}} H_{\sigma(q)}$ is positive definite. Therefore, $(\sum_{q=i_k}^{t_{i_k+1}} H_{\sigma(q)}) \otimes I_n$ is nonsingular.

Theorem 3: Under Assumptions 1, 2 and 4, the leader-following consensus problem is solvable by the distributed state feedback protocol (26) with the gain matrix $K = B^T P$, where $P$ is the positive definite solution of (5).

Proof: By distributed state feedback control protocol (26), the closed-loop system of agent $i$ is

$$\dot{x}_i = Ax_i + BB^T P \left( \sum_{j=1}^{N} a_{ij}(t)(x_j - x_i) + b_i(t)(x_0 - x_i) \right)$$

Let $\xi_i = x_i - x_0$, $\xi = [\xi_1^T, \ldots, \xi_N^T]^T$. Then the overall closed-loop system can be written in the form

$$\dot{\xi}(t) = (I_N \otimes A - H_{\sigma(t)} \otimes (BB^T P)) \xi(t)$$

Under Assumptions 2 and 4, by Remark 10 and Theorem 1, we have $\lim_{t \to \infty} \xi(t) = 0$. Therefore, all the state $x_i(t)$ asymptotically converge to $x_0(t)$. The leader-following consensus is thus achieved.

Remark 11: When $A = \begin{pmatrix} 0 & 1 \\ -\omega^2 & 0 \end{pmatrix}$ and $B = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$, the plant (2) reduces to the controlled harmonic oscillator and the the leader is an undamped harmonic oscillator. Since $A$ satisfies Assumption 1, by Theorem 3, the leader-following consensus problem is solvable by the state feedback protocol (26) with the control gain $K = \begin{pmatrix} 0 & 1 \end{pmatrix}$ provided that the dynamic graph satisfies Assumptions 2 and 4.

It is noted that, by Remark 5, the two inequalities (3) and (4) do not have a common positive definite solution $P$ for any $\delta_{\text{min}} > 0$. Therefore, the approach in [12] cannot solve the same leader-following consensus problem.
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