A Virtual Velocity Attractor, Harmonic Potential Approach for Joint planning and control of a UAV
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Abstract: The objective of this work is to develop a practical, closed-loop and simple navigation controller that suits a large variety of unmanned aerial vehicles (UAVs). The method indirectly controls the trajectory of a UAV by regulating its velocity using as a reference a dense vector field derived from the gradient of a harmonic potential filed (HPF). The field functions to inject the robot's context in the control process by forcing its group structure to observe a set of state and differential constraints that reflect the contents of the environment, the goal to be reached and the constraints on behavior. The velocity regulation process is carried-out using a novel concept called the: virtual velocity attractor (VVA). The HPF approach, the VVA procedure and a recently suggested two-stage approach for modeling the motion of rigid, nonholonomic robots [43] seem to be well-matched to each other enabling easy, on-line conversion of the provably-correct guidance signal from the HPF planner into a well-behaved control signal that can be fed to the actuator of the UAV.

I. Introduction:
The past decade witnessed a surge in demand for unmanned aerial vehicles (UAVs) to perform critical tasks such as: search and rescue, reconnaissance, target tracking etc [1-3]. Although the hardware for these robotics agents is becoming commercially available in many different forms at reasonable prices, the software needed to allow reliable, de-skilled operation is still the focus of intensive study and development [4-6]. It is not uncommon to see form-specific controllers capable of working with only one design while failing to work with the others. Its highly unlikely that a controller designed for a fixed-wing UAV [7-9] to work with a helicopter-type one [10-12] or a controller designed to work for a helicopter UAV to properly function with a quad-rotor UAV [13-15] or other types of UAVs [19-21]. This is understandable, since all these agents are severely nonlinear dynamical systems that are subject to nonholonomic constraints making controller design a challenging task.

For these agents to perform a task, a specific type of intelligent, goal/mission-oriented controllers that have the ability to embed the UAV in a given context is needed. Managing the hierarchies of functions needed to support a UAV is being approached by researchers at different levels of the problem. Classical controllers that allow a user to direct the UAV along a desired orientation and radial speed were suggested in [22,23]. A generalization that would allow a UAV to track a target or a reference trajectory was suggested in [24,25]. Another approach to tackle the problem is to focus only on the kinematic aspects using a planner to translate the context, goal, and mission constraints into a spatial trajectory [26,27]. The difficult task of joint design of planning and control was attempted [28-30]. Work on the design of modular structures that aim at full system integration may be found in [31-32].

Despite the intensive effort to develop such controllers and the significant advances achieved there is still a long list of requirements that need to be addressed. Almost all of the available controllers are involved, not easy to tune and consumes too much power. It is desired that the controllers be simple, yet robust, and easy to tune. It is also desired that the controller be able to impose a diverse set of constraints in both the workspace of the UAV and in its control space. The ability to integrate, in a provably-correct manner, planning and control is almost a must. It is also desirable that the controller accommodate, with minor adjustments, a variety of UAVs.

This paper attempts to jointly address some of the above requirements. It develops a flexible, easy to tune, generic navigation controller that is applicable to a wide range of UAVs. The approach combines an effective and versatile motion planning technique called the harmonic potential field (HPF) motion planner [33-34] with the attractor potential field approach originally suggested by Khatib [35] along with a two-stage model for UAVs. The guidance field from the HPF planner is used to provide the reference velocity field which the UAV must enforce if it is to execute the mission in the desired manner. The attractor field approach along with the two stage model [43] are combined to work as a virtual velocity attractor (VVA) that would attempt, at a point in space, to make the velocity of the UAV coincide with the reference velocity. The capabilities of the suggested approach are demonstrated by simulation of a fixed wing UAV and for a redundant, directly actuated system.

II. The HPF Approach: A Background
The harmonic potential field approach is a powerful, versatile and provably-correct means of guiding motion in an N-dimensional abstract space to a goal state subject to a set of constraints. The approach works by converting the goal, representation of the environment and constraints into a reference velocity vector field (figure-1). This reference field is usually generated from a properly conditioned negative gradient of an underlying potential field.

Figure-1: The velocity field from an HPF.
A basic setting of the HPF approach is shown in (1):
\[
\nabla^2 V(P) = 0 \quad P \in \Omega
\]
subject to: \(V(P) = 1 \text{ at } P = \Gamma\) and \(V(P_t) = 0\).

A provably-correct path may be generated using the gradient dynamical system:
\[
\dot{P} = -\nabla V(P),
\]
where \(P\) is a point in an abstract \(N\)-dimensional space (usually \(N=3\)), \(\Omega\) is the workspace, \(\Gamma\) is its boundary and \(P_t\) is the target point.

Many variants of the above setting were later proposed to extend the capabilities of the HPF approach. For example, it is demonstrated that the approach can be used for planning in complex unknown environments [36] relying on local sensing only. The HPF approach can also incorporate directional constraints along with regional avoidance constraints [37] in a provably-correct manner to plan a path to a target point. The HPF approach may be modified to deal with inherent ambiguity [38] that prevents the partitioning of an environment into admissible and forbidden regions (figure-2),

\[\text{Figure-2: Non-divisible environments}\]
\[\text{Figure-3: HPF navigation system.}\]

It can also be adapted to deal with environments containing obstacles and a drift field [39] which suits planning for energy exhaustive missions. It was demonstrated in [40] that the HPF approach can work with integrated navigation systems that can efficiently function in a real-life situation. Work on extending the HPF approach to work with dynamical and nonholonomic systems may be found in [41, 42, 43]. An HPF-based, decentralized, Multi-agent approach was suggested in [47].

III. The two-stage model:
A two-stage model to describe motion of a mobile robot was suggested in [43]. The model is based on dividing a robot into a local actuation stage that couples the control signal to the variables describing the robot’s motion in its local coordinates and a global stage that transforms the local variables into world-coordinates motion descriptors. The model, coupled with the HPF approach, proved effective in planning motion for mobile robots in both the kinematic and kino-dynamic cases. However the work in [43] is based on the assumption that the local motion actuation stage is invertible. In this work it is shown that the above combination can be effectively utilized in the case where the relation between the control \((u)\) variables and the local motion descriptors \((\lambda)\) is non-invertible (figure-4).

A model that suits most (if not all) UAVs have the form:
\[
P = G(\lambda) \quad \dot{\lambda} = F(\lambda, u)
\]

Where \(P\) is vector containing the location of the center of mass of the UAV in the world coordinates, \(P=[x \ y \ z]\), \(\lambda\) is a vector describing motion in the local coordinates of the UAV, \(\lambda=[v \ \gamma \ \psi]\), where \(v\) is the radial speed of the UAV, \(\gamma\) and \(\psi\) are angles describing its orientation with respect to the world coordinates. It ought to be noticed that the system equations above may apply for other types of robots such as AUVs [44] and spherical robots [45]. A specific form for equation 3 that describe a fixed-wing (figure-5) aircraft [46] is:
\[
\dot{x} = v \cdot \cos(\gamma) \cos(\psi) \\
\dot{y} = v \cdot \cos(\gamma) \sin(\psi) \\
\dot{z} = v \cdot \sin(\gamma) \\
\dot{v} = \frac{F_T - g \cdot \sin(\gamma)}{M} \\
\dot{\gamma} = \frac{F_N \cdot \cos(\sigma) - g \cdot \cos(\gamma)}{M \cdot v} \\
\dot{\psi} = \frac{F_N \cdot \sin(\sigma)}{M \cdot v \cdot \cos(\gamma)}
\]

\[\text{Figure-4: A two-stage model for UAVs}\]

\[\text{Figure-5: A fixed-wing UAV.}\]

\[\text{IV The HPF-VVA Approach}\]
An HPF-based technique guides motion to a target point and orientation in a provably-correct manner that observes a set of \textit{a priori} specified set of constraints by converting the mission data into a dense vector field that covers the workspace of the agent. This reference field provides at each point the reference
velocity instruction that the robot needs to abide by in order for the mission to be accomplished. This process is provably-correct for a massless, single integrator, holonomic system. The approach has properties that are adaptable for use with severely nonlinear systems such as a UAV. The reference velocity field generated by an HPF method is a region to point planner. In other words, successfully executing any guidance instruction irrespective of its location in space will drive the UAV closer to its goal while upholding the constrains. Moreover, the solution trajectories the HPF approach generate are analytic and expected to be well-behaved when dynamics and nonholonomicity are considered. Therefore if at a point $P$ in space the velocity of the UAV ($\dot{P}$) is driven to coincide with the velocity reference from the HPF planner ($\dot{P}_r = -\nabla V(P)$), the actual trajectory of the UAV will converge after a transient period to the provably-correct trajectory generated by (1) from an HPF planner.

This may be implemented by constructing a force $F_P$ that attempts to attract the velocity of the UAV to the desired velocity from the HPF planner (figure-6)

$$F_P = K_λ \cdot (\dot{P}_r - \dot{P}) = K_λ \cdot \dot{P}_e$$

where $K_λ$ is a positive constant.

Since the local motion vector $\dot{\lambda}$ of the UAV is what causes its velocity in the world coordinate to change ($\dot{P} = G(\dot{\lambda})$), a force $F_\lambda$ in the $\dot{\lambda}$ coordinates whose effect is equivalent to $F_P$ has to be constructed using force transformation (8):

$$F_\lambda = J^T_\lambda F_P,$$

The fictitious force $F_\lambda$ may be used as the desired velocity ($\hat{\dot{\lambda}}_e = F_\lambda$) in the UAV’s local coordinates ($\dot{\lambda}$). In a manner similar to the above, another artificial force is constructed so that at each point in the coordinates ($\dot{\lambda}$) the local velocity of the UAV ($\hat{\dot{\lambda}}_e$) is driven to coincide with the reference velocity $\dot{\lambda}_r$. This artificial force ($F_u$) may be chosen as the scaled error between the two local velocities:

$$\dot{\lambda}_r = \dot{\lambda}_r - \dot{\lambda}, \quad F_u = K_u \cdot \dot{\lambda}_e$$

where $K_u$ is a positive constant. The artificial force in the $\dot{\lambda}$ coordinates must be transformed to its equivalent in the control variable coordinates ($u$). The control coordinate force is used to direct the change of the control signal:

$$\dot{u} = K_u \cdot J^T_u \cdot F_u,$$

The control structure is shown in figure-7:

![Figure-7: Suggested navigation control](image)

The control signal of the UAV is generated as the solution lines of the nonlinear dynamical systems in (12):

$$\dot{u} = \text{K}_u \text{J}^T_u \left[ \ddot{\dot{\lambda}}_e - \dot{\lambda}_e \right] = \text{K}_u \text{J}^T_u \left[ \text{K}_\lambda \text{J}^T_\lambda (-\nabla V(P) - \dot{P}) - \dot{\lambda} \right] = \text{K}_u \text{J}^T_u \left[ \text{K}_\lambda \text{J}^T_\lambda (-\nabla V(P) - G(\dot{\lambda})) - F(\lambda, u) \right]$$

The resulting control signal $u(t)$ is expected to make:

$$\lim_{t \to \infty} \dot{\lambda}_e = 0$$

This will guarantee that the trajectory of the UAV will converge to the provably-correct, reference trajectory from the HPF.

Convergence to a zero velocity error is evident from the passive manner in which the controller is constructed. The controller is considered to be fast acting so that at a fixed point in space ($P$) the velocity of the UAV is attracted to a static reference supplied by the negative gradient of the HPF. Proof of the above may be established at two stages: first the error function below in the local coordinates of the UAV is constructed:

$$E_\lambda(t) = (\dot{\lambda}_r)^2 = (\dot{\lambda}_r - \dot{\lambda})^2.$$  

Keeping in mind that at a specific point in space, the reference may be considered static, we have:

$$\frac{d}{dt} E_\lambda(t) = -2 \dot{\lambda}_r \dot{\lambda}.$$  

From (3) we have:

$$\dot{\lambda} = \frac{\partial F}{\partial u} \dot{u}$$

$$\frac{d}{dt} E_\lambda(t) = -2 \dot{\lambda}_r \frac{\partial F}{\partial u} \dot{u}$$

substituting equation (12) in (17), we have:

$$\frac{d}{dt} E_\lambda(t) = -2 K_u \dot{\lambda}_e \left( \frac{\partial F}{\partial u} \frac{\partial F^T}{\partial u} \right) \dot{\lambda}_e$$

The matrix:

$$\frac{\partial F}{\partial u} \frac{\partial F^T}{\partial u} \geq 0$$

is at least positive semi-definite. If the rank of the Jacobian matrix is equal to its rows (i.e. full or redundant actuation), the matrix in (19) is positive definite which for this case implies that:

$$\frac{d}{dt} E_\lambda(t) < 0$$

and leads to:

$$\lim_{t \to \infty} \dot{\lambda}_e = 0.$$
In a similar way as above let the following error function be constructed:

\[
E_p(t) = (\ddot{P}_r - \ddot{P})^2. \tag{21}
\]

\[
\frac{d}{dt} E_p(t) = -2\ddot{P}_r \ddot{P}. \tag{22}
\]

Since:

\[
\ddot{P} = \frac{\partial G}{\partial \lambda} \lambda, \tag{22}
\]

and

\[
\lim_{t \to \infty} \dot{\lambda} \to \dot{\lambda}. \tag{23}
\]

we have:

\[
\ddot{P} = \frac{\partial G}{\partial \lambda} \lambda, = K_p \frac{\partial G^T}{\partial \lambda} \frac{\partial G}{\partial \lambda} \dot{P}_e \tag{24}
\]

Therefore:

\[
\frac{d}{dt} E_p(t) = -2K_p \ddot{P}_e^T (\frac{\partial G^T}{\partial \lambda} \frac{\partial G}{\partial \lambda}) \ddot{P}_e \tag{25}
\]

Since G is an orthogonal coordinate transformation \(\frac{\partial G}{\partial \lambda}\) is full rank and the matrix:

\[
\frac{\partial G^T}{\partial \lambda} \frac{\partial G}{\partial \lambda} > 0 \tag{26}
\]

is positive definite, i.e. \(\frac{d}{dt} E_p(t) < 0 \tag{27}\)

is negative definite or equivalently:

\[
\lim_{t \to \infty} \ddot{P}_e \to 0. \tag{28}
\]

V. Simulation Results

In this section the capabilities of the suggested navigation control scheme is demonstrated by simulation.

Fixed wing UAV:

The navigation control is tested for the UAV model in (4). For this case we have:

\[
J_s = \begin{bmatrix}
C_\gamma C_\psi & -v \cdot S_\gamma C_\psi & -v \cdot C_\gamma S_\psi \\
C_\gamma S_\psi & -v \cdot S_\sigma S_\psi & v \cdot C_\gamma C_\psi \\
S_\gamma & v \cdot C_\gamma & 0
\end{bmatrix} \tag{29}
\]

\[
J_e = \begin{bmatrix}
1 & 0 & 0 \\
0 & \frac{C_\sigma}{M \cdot v} & -\frac{F_s}{S \cdot \sigma} \\
0 & M \cdot v C_\gamma & \frac{F_s}{M \cdot v} + \frac{C_\sigma}{C_\gamma}
\end{bmatrix}
\]

where \(C(*) = \cos(*), S(*) = \sin(*)\), \(M=1, K_\sigma=1, K_\gamma=2\).

In the first case the controller is required to fly the UAV at a constant speed \(v=1\) along the x direction maintaining \(y=z=2\) starting from the initial position \(x=y=z=0\) and initial configuration \(\psi=0, \gamma=0\). Figure-8 shows the spatial trajectory generated by the navigation control. As can be seen, the trajectory is smooth and well-behaved. The radial velocity of the UAV (figure-9) quickly settles in a well-behaved manner to the desired radial speed. The orientation angles of the UAV \((\gamma, \psi)\) as a function of time have a smooth well-behaved profile (figure-10). The control variables: banking angle \((\sigma), \) normal force \((F_s)\) and resultant force along \(v\) \((F_r)\) are shown in figures-11,12,13 respectively. As can be seen the control signals are bounded and well-behaved.
In figure-14 the control is tested for the multi-UAV case. An antipodal configuration is used to set the UAVs on a potential collision course. Both UAVs are equipped with the suggested navigation control. One UAV is non-cooperative and is treated by the other as an obstacle. As can be seen from the inter-distance curve (figure-15), collision was avoided and each UAV proceeded safely towards its destination. It is worth noting that the radial velocity of the maneuvering UAV remained around the rated velocity during the evasion maneuver.

The redundant actuators case:
The ability of the controller to deal with high redundancy in the actuation is demonstrated using the following simulation example. A spherical system is used with six control inputs:

\[
\begin{align*}
\dot{x} &= \nu \cdot C \theta \\
\dot{y} &= \nu \cdot S \phi \theta \\
\dot{z} &= \nu \cdot C \theta \\
\dot{\nu} &= u_1 + u_3 \\
\dot{\phi} &= u_2 + u_4 + u_6 \\
\end{align*}
\]  

(30)

\[K_\lambda = 1, \ K_\nu = 1, \ x(0)=y(0)=z(0)=0, \ \nu(0)=0, \ \theta(0)=\pi/2, \ \phi(0)=\pi/2, \ x_i = y_i = z_i = 2.\] 

The radial speed of the system is required to be as close as possible to \(\nu = 1.\)

In the following example, the robustness of the control scheme is tested by adding noise to the control signals from the previous example. As can be seen the trajectory remained well-behaved (figures-20). The noise effect on the radial velocity and the orientation was minimal. The noisy control signal \(u_1\) is shown in figure-21.
VI. Conclusions
This paper demonstrates the ability of the harmonic potential field motion planning approach to deal with realistic planning problems such as the kinodynamic planning of motion for a UAV. Although the suggested solution is relatively simple (compared to the existing approaches) it amasses several important features desired for planning motion for a realistic UAV. The work in this paper clearly demonstrates the promising potential the HPF approach has and its applicability to real situations.
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