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Abstract—In this paper, partially decentralized adaptive control for a multi-agent dynamic system is studied. There are many agents in the system, and each agent’s state evolves like an ARMAX model with unknown parameters while being intervened by its neighborhood agents, in form of unknown linear interactions. Each agent adopts recursive WLS (weighted least-square) algorithm to estimate its local unknown parameters and designs its local adaptive controller by “certainty equivalence” principle. Generally speaking, it is a question whether such local adaptive controllers can guarantee stability of whole system. In this paper, we not only give the affirmative answer to this question, but also rigorously prove the optimality of decentralized WLS adaptive controller.
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I. INTRODUCTION

In recent years, complex systems ([1], [2], [3], [4], [5]) have attracted many researchers’ interests mainly because of their wide range of background and applications. Their typical features, such as nonlinearity, multi-hierarchy and uncertainty, can be roughly classified into architecture complexity and information uncertainty, which may bring many difficulties in theoretical analysis of the whole systems. Hence, adaptive control of complex systems is a challenging research direction and few efforts are devoted in this area.

In the area of conventional adaptive control, which has been developed for several decades, many fruitful results have been obtained and systematic theories have been established ([6], [7], [8], [9], [10]); however, these well-known theories mainly focused on schemes of centralized control, which may not meet increasing demands for the control of complex systems. Recognizing the demands for the control of complex or large-scale systems, the approach of robust control has been applied in some examples of decentralized control (see e.g. [11], [12], [13], [14], [15]), where uncertainties are dealt with in sense of worst-case analysis. To use this approach in practice, we need to know the a priori information on the nominal model and make sure that the uncertainty is in a small range. Comparing with the approach of robust control, the approach of adaptive control can usually deal with a large range of uncertainties rather than a small range of uncertainties, therefore it is necessary to develop theory of decentralized adaptive control, which has also attracted many researchers in the past two decades [16], [17], [18], [19], [20], [21]. Among these existing work, most of them were devoted to analyze the stabilization problem of continuous-time systems with uncertain interconnections via Lyapunov methods, while a few of them [19] focused on decentralized adaptive control of discrete-time systems. We shall remark that, in some work (e.g. [19]), only weak coupling uncertainties can be dealt with by the designed decentralized controller.

Noticing the above background and potential wide applications of adaptive control for complex systems, the authors proposed a theoretical problem framework in [23], [24] to study the discrete-time adaptive control of complex systems, and as two concrete examples in this framework, two discrete-time multi-agent adaptive control problems, adaptive control problem for a coupled ARMAX multi-agent system using decentralized ELS (extended-least-squares) algorithm in [24], and adaptive synchronization problem in [22], have been investigated, respectively.

In this paper, in the same framework as the above, we shall study a multi-agent dynamic complex control system, where each agent has connections with its neighborhood agents by unknown linear interactions. The dynamics of each agent is modeled by an ARMAX model with unknown parameters, which is a widely-used frequency-domain representation of linear systems, and each agent can design its local control by using its history information and its neighborhood agents’ state information. In this paper, each agent is supposed to use the recursive WLS (weighted-least-squares) algorithm to estimate the unknown parameters and unknown interactions, and it designs its own local adaptive control with all available local information by using the so-called “certainty equivalence” principle. Generally speaking, it is still unclear whether the local WLS-based adaptive controller can guarantee the stability of whole system. We will answer this question in this paper; furthermore, we shall rigorously prove that the decentralized WLS-based adaptive control is optimal in dealing with the external noise.

We shall remark that the scheme of adaptive control discussed in this paper is only partially decentralized in sense that each local agent requires also measurement of its neighbour agents to design the local controller. However, we need to point out that, while totally decentralized control schemes for continuous-time systems may be relatively easy to find by means of high-gain feedback design, totally decentralized schemes for discrete-time systems (even linear systems) may not always exist since generally each agent cannot “overwhelm” the possible strong interactions by the so-called high-gain feedback without using any information
on its neighbor agents. This is why we consider only partially decentralized adaptive control scheme based on WLS algorithm for the discrete-time model investigated here. And in this contribution, we term the considered coupled ARMAX model as a multi-agent system rather than a large-scale system simply because the latter emphasizes only the scale of the system and its effects, while the former emphasizes that each agent can take active actions (e.g. WLS-based learning and control) in the evolution of the whole system.

The main contributions of this paper are summarized as follows: (i) The considered decentralized adaptive control scheme is based on the recursive WLS (weighted-least-squares) estimation algorithm, which was not examined in previous literature on decentralized adaptive control. (ii) With the decentralized WLS-based adaptive control scheme, various uncertainties (including unknown internal parameters, unknown strength of interactions, unobservable colored noise) can be easily dealt with. Note that in general the connections need not be very weak as required in some existing study, that is to say, the strength of interactions can be arbitrarily large. (iii) Comparing with the decentralized adaptive control based on LS (least-squares) algorithm, the scheme studied in this paper can provide some extra benefits under very weak conditions. Especially, the high frequency gains of agents are not very necessary to be known a priori like in decentralized LS algorithm [24] so as to avoid the so-called singularity problem since the parameter estimates obtained by the WLS algorithms are convergent almost surely.

The rest of this paper is organized as follows. In Section II, we shall introduce the complex system model, i.e. coupled ARMAX model, and the decentralized WLS estimation algorithm, and consequently the local adaptive controllers will be designed based on given decentralized WLS algorithm. Then, in Section III, we shall present preliminary assumptions and lemmas, which will be used in later proofs. Next, in Section IV, we shall establish global stability and optimality of the whole closed-loop system and the rigorous theoretical proof of the main theorem will be given. Simulation study will be given in Section V, where simulation examples can verify our theoretical results. Finally, we shall finish this paper with some concluding remarks in Section VI.

II. PROBLEM FORMULATION

In this paper, we consider the system with $N$ agents, and each of them evolves as coupled ARMAX model:

$$A_i(z)x_i(t+1) = B_i(z)u_i(t) + C_i(z)w_i(t+1) + \sum_{j \in N_i} g_{ij}x_j(t)$$

where $x_i(t)$, $u_i(t)$ and $w_i(t)$ are the state, input and noise of Agent $i$ respectively; $x_j(t)$ is the state of agent $j$;

$$N_i = \{n_{i1}, n_{i2}, \cdots, n_{i,m_i}\} \subseteq \{1, 2, \cdots, N\}$$

is the set of Agent $i$’s neighborhood agents;

$$A_i(z) = 1 + a_{i1}z + a_{i2}z^2 + \cdots + a_{i,p_i}z^{p_i}$$
$$B_i(z) = b_{i1} + b_{i2}z + \cdots + b_{i,q_i}z^{q_i-1}$$
$$C_i(z) = 1 + c_{i1}z + c_{i2}z^2 + \cdots + c_{i,l_i}z^{l_i}$$

and $g_{ij}$ is the intensity of influence of agent $j$ towards Agent $i$.

For convenience, we can rewrite the above equation as the following regression model

$$x_i(t+1) = \theta_i^T \phi_i(t) + w_i(t+1)$$

with

$$\phi_i(t) = [x_i(t), \cdots, x_i(t-p_i+1), u_i(t), \cdots, u_i(t-q_i+1), w_i(t), \cdots, w_i(t-l_i+1), \bar{X}_i(t)]^T$$

$$\theta_i = [-a_i^T, b_i^T, c_i^T, g_i^T]^T$$

where

$$a_i^T = [a_{i1}, \cdots, a_{i,p_i}]$$
$$b_i^T = [b_{i1}, \cdots, b_{i,q_i}]$$
$$c_i^T = [c_{i1}, \cdots, c_{i,l_i}]$$
$$g_i^T = [g_{i1}, g_{i2}, \cdots, g_{i,n_{i,m_i}}]$$

$$\bar{X}_i(t) = [x_{n_{i1}}(t), x_{n_{i2}}(t), \cdots, x_{n_{i,m_i}}(t)]$$

As parameters $\theta_i$ are unknown, we need to estimate them. Here we use the following recursive WLS algorithm:

$$\hat{\theta}_i(t+1) = \hat{\theta}_i(t) + a_i(t)P_i(t)\phi_i(t) \times$$

$$(x_i(t+1) - \hat{\theta}_i^T(t)\phi_i(t))$$

$$P_i(t+1) = P_i(t) - a_i(t)P_i(t)\phi_i(t)\phi_i^T(t)P_i(t)$$

$$a_i(t) = (a_i^{-1}(t) + \phi_i^T(t)P_i(t)\phi_i(t))^{-1}$$

$$\hat{w}_i(t+1) = x_i(t+1) - \hat{\theta}_i^T(t+1)\phi_i(t)$$

where

$$\phi_i(t) = [x_i(t), \cdots, x_i(t-p_i+1), u_i(t), \cdots, u_i(t-q_i+1), w_i(t), \cdots, w_i(t-l_i+1)],$$

and the initial values $\hat{\theta}_i(0)$ and $P_i(0) > 0$ can be chosen arbitrarily; $\{a_i(t)\}$ is the weighting sequence defined by

$$a_i(t) = \frac{1}{h(r_i(t))}, \quad r_i(t) = ||P_i^{-1}(0)|| + \sum_{k=0}^{t} ||\phi_i(k)||^2$$

with $h(x) = \log^{1+\gamma} x$, $\gamma > 0$ or more generally, see [25].

To make sure $r_i(t) > 1$, we need only take $P_i(0)$ such that $0 < P_i(0) < e^{-1}I$, where $e$ is the base of natural logarithm.

In this case, the control objective of each agent is, for Agent $i$ ($i = 1, 2, \cdots, N$), at any time instant $t$, to design a local feedback control $u_i(t)$ based on the past measurements $\{x_i(0), \cdots, x_i(t), u_i(0), \cdots, u_i(t-1)\}$ and its neighbors’ states $\{x_j(t), j \in N_i\}$ so that the average tracking error

$$J_i(t) \triangleq \frac{1}{t} \sum_{i=1}^{t} ||x_i(t) - x_i^*(t)||^2$$

is asymptotically minimized, where the deterministic signal $\{x_i^*(t)\}$ is the local tracking goal of Agent $i$.

Then, by using the “certainty equivalence” principle, Agent $i$ can choose its local control $u_i(t)$ such that

$$\phi_i^T(t)\hat{\theta}_i(t) = x_i^*(t+1)$$
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where the estimate \( \hat{\theta}_i(t) \) is given by the above WLS algorithm. From Eq. (14), we can obtain that

\[
u_i(t) = \frac{1}{b_{i1}(t) \cdots b_{iN}(t)}[x_i(t + 1) - \sum_{k=0}^{N} a_{i,k}(t)b_i(t)w_i(t - k + 1)]
\]

Note that the above local control laws only utilize local information rather than global information of all the agents. Intuitively, each agent has all the necessary information available to design the local controller, however, we shall remark that the decentralized update laws Eqs. (8)—(12) cannot be obtained from the centralized WLS estimation algorithm for the whole system because we cannot directly get any knowledge on the bounds of \( X_i(t) \) and \( g_i^T(t) \). Therefore, it is not possible to directly use the established results of centralized WLS-based adaptive control [25] to yield the closed-loop stability of the whole system. Due to this reason, we give rigorous mathematical proof for the stability and optimality of the WLS-based decentralized adaptive controller, which is the key merit of this contribution.

III. PRELIMINARY ASSUMPTIONS AND LEMMAS

In order to analyze the decentralized WLS-based adaptive controller, here we introduce the following standard conditions:

**Assumption 3.1:** (noise condition) \( \{w_i(t), \mathcal{F}_t\} \) is a martingale difference sequence, with \( \mathcal{F}_t \) being a sequence of nondecreasing \( \sigma \)-algebras, such that

\[
sup_{t \geq 0} E[\|w_i(t + 1)\|^2 | \mathcal{F}_t] < \infty, \text{ a.s.}
\]

for some \( \beta > 2 \) and

\[
limit_{t \to \infty} \frac{1}{t} \sum_{k=1}^{t} |w_i(k)|^2 = \sigma_i > 0, \text{ a.s.}
\]

**Assumption 3.2:** (minimum phase condition) \( B_i(z) \neq 0, \forall z \in \mathbb{C} : |z| \leq 1 \).

**Assumption 3.3:** (reference signal) \( \{x_i^*(t)\} \) is a bounded deterministic signal.

**Assumption 3.4:** (strict-positive-real condition) \( C_i^{-1}(z) - \frac{1}{2} \) is strictly positive real, i.e.,

\[
|C_i(z) - 1| < 1, \forall z \in \mathbb{C} : |z| = 1.
\]

**Remark 3.1:** Assumption 3.1 is very weak, for example, i.i.d. Gaussian noise or noise with other commonly-seen probability distribution all satisfy this assumption. Assumption 3.2 is one standard structure condition for controlling linear systems, and Assumption 3.4 is a standard technical condition to deal with colored noise.

Furthermore, assume that \( \{d_i(t)\} \) is a positive nondecreasing deterministic sequence such that

\[
w_i^2(t) = O(d_i(t)) \quad \text{a.s.} \quad d_i(t + 1) = O(d_i(t))
\]

It can be proved that under condition (A.1), \( d_i(t) \) can be taken as

\[
d_i(t) = t^\delta, \quad \forall \delta \in (\frac{2}{\beta} + 1)
\]

To make rigorous analysis, we introduce the following notations firstly:

\[
\begin{align*}
\hat{\theta}_i(t) & \triangleq \theta_i - \hat{\theta}_i(t) \\
d_i(t) & \triangleq \text{tr}(P_i(t) - P_i(t + 1)) \\
\beta_i(t) & \triangleq \frac{\alpha_i^{-1}(t + \phi_i(t)P_i(t)\phi_i(t))}{\alpha_i^{-1}(t + \phi_i^2(t)P_i(t)\phi_i(t))}
\end{align*}
\]

The following properties of WLS algorithm are to be applied in later proof of global stability and optimality:

**Lemma 3.1:** If Assumptions 3.1 and 3.4 hold, then the recursive WLS algorithm defined by Eqs. (8)—(10) has the following properties almost surely:

\[
\begin{align*}
||P_i^{-\frac{1}{2}}(t + 1)\hat{\theta}_i(t + 1)||^2 & = O(1) \\
\sum_{t=1}^{\infty} \alpha_i(t)(\phi_i^2(t)\hat{\theta}_i(t + 1))^2 & < \infty \\
\sum_{t=1}^{\infty} \alpha_i(t)(\bar{w}_i(t) - w_i(t))^2 & < \infty \\
\sum_{t=1}^{\infty} \alpha_i(t)(\phi_i^2(t)\hat{\theta}_i(t))^2 & < \infty
\end{align*}
\]

And \( \hat{\theta}_i(t) \) converges almost surely to a finite random vector \( \hat{\theta}_i \) (not necessarily equal to \( \theta_i \)).

**Proof:** See [25, Lemma 1] for proof of properties (22)—(25) and [25, Theorem 1] for proof of the last property.

**Remark 3.2:** The last property is called self-convergence of the WLS algorithm, which is not available in recursive least-square (LS) algorithm and provides significant benefits in theoretical analysis of WLS-based adaptive controller. And because of this property, in this paper, it is not very necessary to impose the assumption on high-frequency gains, “\( b_{i1}, i = 1, 2, \ldots, N \) are known a priori,” so as to avoid the so-called singularity problem. A detailed comparison between WLS algorithm and LS algorithm can be found in [25].

IV. STABILITY AND OPTIMALITY

The closed-loop system of the decentralized adaptive controller based on local WLS estimators has the following stability and optimality:

**Theorem 4.1:** Under Assumptions 3.1—3.4, the closed-loop system is stable in sense of

\[
\limsup_{t \to \infty} \frac{1}{t} \sum_{k=1}^{t} |x_i^2(k + 1) + u_i^2(k)| < \infty, \quad \text{a.s.} \quad \forall i = 1, 2, \ldots, N,
\]

and optimal in sense of

\[
\limsup_{t \to \infty} \frac{1}{t} \sum_{k=0}^{t} |x_i(k + 1) - x_i^*(k + 1) - w_i(k + 1)|^2 = 0, \quad \text{a.s.} \quad \forall i = 1, 2, \ldots, N.
\]

And furthermore, the following order estimates

\[
R_i(t) \triangleq \sum_{k=0}^{t} |x_i(k + 1) - x_i^*(k + 1) - w_i(k + 1)|^2
\]

\[
\bar{d}(t) = \max(d_1(t), \ldots, d_N(t))
\]

hold almost surely for \( i = 1, 2, \ldots, N \), where

\[
R_i(t) \triangleq \sum_{k=0}^{t} |x_i(k + 1) - x_i^*(k + 1) - w_i(k + 1)|^2
\]

\[
\bar{d}(t) = \max(d_1(t), \ldots, d_N(t))
\]
Proof: First, we need to emphasize that both stability and optimality are implied by Eq. (27). In fact, by definitions of $h(t)$ and $d(t)$, if Eq. (27) holds, then obviously we have $R_i(t) = O(h(t) + d(t)) = o(t)$, which means the optimality of closed-loop system holds. Then, by the optimality and Assumption 3.1, we can obtain that
\[
\sum_{k=0}^{t} (x_i(k+1))^2 = O(t);
\]
then, by Assumption 3.2, i.e. minimum phase condition, we can obtain that
\[
\sum_{k=0}^{t} (u_i(k))^2 = O(t).
\]
Thus, the stability
\[
\limsup_{t \to \infty} \frac{1}{t} \left[ \sum_{k=1}^{t} x_i^2(t) + u_i^2(t) \right] < \infty
\]
also holds if Eq. (27) is true.

By the discussions above, we need only to prove Eq. (27). We divide the whole proof into 4 steps. In Step 1, we try to analyze each agent individually, and give rough estimates of $x_i^2(t+1)$ and $u_i(t)$, $i = 1, 2, \ldots, N$. Since the results in Step 1 involve coupling agents, we need to make a global analysis for all the agents, which establishes further \(|X(t)| \leq L_t\), where $L_t$ satisfies an linear inequality. In Step 3, based on results in Step 2, we shall give order estimate of $L_t$, which is critical in the whole proof. In the last step, we shall analyze each agent again so as to give estimates of $r_i(t)$ ($i = 1, 2, \ldots, N$) in terms of $\tilde{r}(t)$, which in turn establishes a key relationship on order of $\tilde{r}(t)$ and then accurate estimate $\tilde{r}(t) = O(t)$ can be obtained, from which validity of Eq. (27) can be deduced finally.

Step 1. For Agent $i$, $i = 1, 2, \ldots, N$, by putting the control law Eq. (14) into Eq. (1), we have
\[
x_i(t+1) = \phi_i^T(t) \theta_i + (\phi_i^T(t) - \phi_i(t))^T \theta_i + w_i(t+1) \\
= x_i(t+1) - \phi_i^T(t) \tilde{\theta}_i(t) + \phi_i^T(t) \theta_i \\
+ (\phi_i^T(t) - \phi_i(t))^T \theta_i + w_i(t+1) \\
= x_i(t+1) + \phi_i^T(t) \tilde{\theta}_i(t) + \phi_i^T(t) - \phi_i(t))^T \theta_i + w_i(t+1)
\]
Then, by Lemma 3.1 and Eq. (13),
\[
(\phi_i^T(t) \tilde{\theta}_i(t))^2 \\
= \beta_i(t) [\alpha_i^{-1}(t) + \phi_i^T(t) P_i(t) \phi_i(t)] \\
= \beta_i(t) [\alpha_i^{-1}(t) + \phi_i(t) P_i(t) + 1) \phi_i(t)] \\
+ \phi_i^T(t) (P_i(t) - P_i(t+1) + 1) \phi_i(t)] \\
\leq \beta_i(t) [2 \alpha_i^{-1}(t) + \delta_i(t)] ||\phi_i(t)||^2;
\]
\[
||\phi_i^T(t) - \phi_i(t)||^2 \\
= O(\sum_{k=1}^{t} ||w_i(k) - w_i(t)||^2) \\
= O(\sum_{k=1}^{t} \alpha_i(k) w_i(k) - w_i(t))^2 \alpha_i^{-1}(t)) \\
= O(h(r_i(t)));
\]
And by the definition of $\beta_i(t)$ and Lemma 3.1, we have \(\sum_{k=1}^{t} \beta_i(k) < \infty\), hence \(\beta_i(t) \to 0\) as \(t \to \infty\). Then
\[
|x_i(t+1)|^2 \leq 2 \beta_i(t) \delta_i(t) ||\phi_i(t)||^2 \\
+ O(h(r_i(t))) + O(d_i(t)).
\]
Then, by the minimum phase condition, there exists $\lambda_i \in (0, 1)$ such that
\[
|u_i(t)|^2 = O(\sum_{k=1}^{t} \lambda_i^{t+1-k} ||x_i(k)||^2 + ||X_i(k)||^2 \\
+ ||w_i(k+1)||^2).
\]
This fact holds for all $i = 1, 2, \ldots, N$. Note that in this step, we cannot obtain order estimate of $|u_i(t)|^2$ directly because Eq. (33) involves $\{x_j(k), j \in N_i\}$ in $X_i(k)$, whose order estimates are not available yet.

Step 2. To estimate $|u_i(t)|^2$, here we apply similar idea as in [23], [24]. By the definition of $X(k)$, obviously we can get
\[
|x_i(k)|^2 = O(||X(k)||^2), ||X_i(k)||^2 = O(||X(k)||^2)
\]
Take $\rho = \max\{\lambda_1, \lambda_2, \ldots, \lambda_N\}$. Now define
\[
L_t \triangleq \sum_{k=0}^{N} \rho^{t-k} ||X(k)||^2
\]
Then we can obtain that
\[
|u_i(t)|^2 = O(L_{t+1}) + O(\sum_{k=0}^{t} \rho^{t+1-k} d(k)) \\
= O(L_{t+1}) + O(d(t+1)).
\]
Also by the definition of $\phi_i(t)$, together with
\[
\bar{w}_i(k) = (\hat{w}_i(k) - w_i(k)) + w_i(k)
\]
we can obtain that
\[
||\phi_i(t)||^2 = O(||X(k)||^2) + O(L_t) + O(d(t)) \\
+ O(h(r_i(t)) + d_i(t))
\]
\[
= O(L_t + h(\bar{r}(t)) + d(t))
\]
where
\[
\bar{r}(t) \overset{\Delta}{=} \max(r_1(t), r_2(t), \ldots, r_N(t)).
\]
Hence from the above, by Eq. (32), for Agent $i$, there exists a constant $C_i > 0$ such that
\[
|x_i(t+1)|^2 \leq C_i \beta_i(t) \delta_i(t) L_t \\
+ O(\beta_i(t) \delta_i(t) [h(\bar{r}(t)) + d(t)]) \\
+ O(d_i(t) + h(r_i(t))).
\]
Then, by the definition of $\delta_i(t)$, noting that
\[
\sum_{k=1}^{t} \delta_i(k) = \sum_{k=1}^{t} \text{tr} (P_i(t) - P_i(t+1) < \infty
\]
we can get $\delta_i(t) \to 0$ as $t \to \infty$. Since $\beta_i(t) \delta_i(t) \to 0$ as $t \to \infty$, we have
\[
|x_i(t+1)|^2 \leq C_i \beta_i(t) \delta_i(t) L_t + O(h(\bar{r}(t)) + d(t))
\]
for $i = 1, 2, \ldots, N$. 
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Thus
\[ \|X(t + 1)\|^2 = \sum_{i=1}^{N} |x_i(t + 1)|^2 \]
\[ \leq \left[ \sum_{i=1}^{N} C_i \beta_i(t) \delta_i(t) \right] L_t + O(h(r(t)) + \tilde{d}(t)). \] (42)

By the definition of \( L_t \), we have
\[ L_{t+1} = \rho L_t + \|X(t + 1)\|^2 \]
\[ \leq [\rho + C \sum_{i=1}^{N} \beta_i(t) \delta_i(t)] L_t + O(h(r(t)) + \tilde{d}(t)) \] (43)
where
\[ C = \max(C_1, C_2, \cdots, C_N). \] (44)

**Step 3.** Since \( \rho \in (0, 1) \), \( \beta_i(t) \delta_i(t) \to 0 \) as \( t \to \infty \), together with Eq. (43), we know that for any \( \varepsilon > 0 \), there exists sufficient large \( t_0 > 0 \) such that
\[ \rho + C \sum_{k=t}^{\infty} \beta_i(k) \delta_i(k) \in (\rho, \rho + \varepsilon) \ \forall t \geq t_0 \] (45)
By taking \( \varepsilon \in (0, 1 - \rho) \), we can get
\[ L_{t+1} \leq (\rho + \varepsilon) L_t + O(h(r(t)) + \tilde{d}(t)) \] (46)
Then, by iterating the above inequality, we obtain that
\[ L_{t+1} = O(h(r(t)) + \tilde{d}(t)) \] (47)

Thus, by the definition of \( L_t \), we can obtain that
\[ \|X(t + 1)\|^2 \leq L_{t+1} = O(h(r(t)) + \tilde{d}(t)) \quad a.s. \] (48)
Consequently, by Eq. (33) and Eq. (38), we have
\[ \|u_i(t)\|^2 = O(h(r(t)) + \tilde{d}(t)) \quad \|\phi_i(t)\|^2 = O(h(r(t)) + \tilde{d}(t)). \] (49)

**Step 4.** By using Eq. (30), Eq. (31) and Eq. (49), we have
\[ R_i(t) = \sum_{k=0}^{t} |x_i(k+1) - x_i(t+1) - w_i(k+1)|^2 \]
\[ = \sum_{k=0}^{t} (\phi_i^T(k) \tilde{\theta}_i + (\phi_i^T(k) - \phi_i^T(0)) \theta_i)^2 \]
\[ = \sum_{k=0}^{t} (\beta_i(t) \delta_i(t)) |\phi_i(t)|^2 + O(\alpha_i^{-1}(t)) \]
\[ = O\left( \max_{0 \leq k \leq t} |\phi_i(t)|^2 \right) + O(\alpha_i^{-1}(t)) \]
\[ = O(h(r(t)) + \tilde{d}(t)) \quad a.s. \] (50)
Therefore, to prove Eq. (27), we need only to prove \( r(t) = O(t) \). In fact, by Assumption 3.1, we have
\[ \sum_{k=0}^{t} |u_i(k+1)|^2 = O(t). \] (51)
Noting that \( \tilde{d}(t) = O(t), x_i^*(t) = O(1), \) by Eq. (50), we obtain that
\[ \sum_{k=0}^{t} |x_i(k+1)|^2 \]
\[ \leq R_i(t) + \sum_{k=0}^{t} |u_i(k+1)|^2 + \sum_{k=0}^{t} |x_i^*(k+1)|^2 \]
\[ = O(t) + O(h(r(t))). \] (52)

Then, by Assumption 3.2, we can obtain that
\[ \sum_{k=0}^{t} (u_i(k))^2 = O(t) + O(h(r(t))) \] (53)
and
\[ \sum_{k=0}^{t} (\dot{w}_i(k))^2 = \sum_{k=0}^{t} ((\dot{w}_i(k) - w_i(k)) + w_i(k))^2 \]
\[ \leq 2 \sum_{k=0}^{t} ((\dot{w}_i(k) - w_i(k))^2 + (w_i(k))^2) \]
\[ = O(h(r(t))) + O(t) \quad a.s. \] (54)
Therefore, by the definition of \( r(t), \phi_i(t) \) and together with Eq. (13), we can obtain
\[ r(t) = \max\{r_i(t), 1 \leq i \leq N\} \]
\[ = \max\{|u_i(t)|^2 + \sum_{k=0}^{t} |\phi_i(t)|^2, 1 \leq i \leq N\} \]
\[ = O(h(r(t))) + O(t). \] (55)

Finally, from the definition of \( h(\cdot) \), we can obtain that \( r(t) = O(t) \). This completes the proof of the theorem.

**V. SIMULATION STUDY**

For the decentralized adaptive controller based on decentralized WLS algorithm, we have given a rigorous proof of the closed-loop system stability and optimality in last section. In this section, we shall illustrate several simulation results to verify the theoretical results obtained.

In the simulation, for simplicity, the number of agents is taken as \( N = 4 \) and parameters of agents are randomly taken such that Assumptions 3.2 and 3.4 satisfied. And the noise sequences \( w_i(t) (i = 1, 2, \cdots, N) \) are all i.i.d. taken from Gaussian distribution \( N(0, 1) \), which satisfy \( |w_i(t)|^2 = O(t) \) a.s. The objective of the control for Agent \( i \) is to track a local reference signal \( x_i^*(t) = 10 \sin \frac{\pi t}{20} + 5 \sin \frac{\pi t}{10} \).

In the simulation, the parameters of agents are shown in Table I, and to save place, only the results of the first two agents are illustrated in Fig. 1 and Fig. 2, respectively.

In each figure, the states \( x_i(t) \), the reference signals \( x_i^*(t) \) and the tracking errors \( e_i(t) \) are plotted in the top-left subfigure; the accumulated squared errors, the control \( u_i(t) \) and the driving noise \( w_i(t) \) are plotted in the top-right subfigure, bottom-left subfigure, and bottom-right subfigure, respectively.

From the simulation results, we can see that, by using the local adaptive controllers, all agents can track their local reference signals successfully, which are consistent with our theoretical results in Theorem 4.1.

**VI. CONCLUSION**

In this paper, we have studied an adaptive control problem for multi-agent complex dynamical system with various uncertainties, where the agents are supposed to use decentralized weighted least-square (WLS) algorithm as the local estimators of parametric uncertainties and the agents can design their local adaptive controllers based on decentralized WLS algorithm by “certainty equivalence” principle. Generally speaking, it is difficult to analyze such problems because
of the complexity caused by existence of the couplings between the agents and the high nonlinearity of the closed-loop system. For the sake of theoretical analysis, basic properties of WLS algorithm are utilized in this paper as key technical tools. The self-convergence property of WLS algorithm brings certain benefits for the WLS-based decentralized control just using estimator projection.
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