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Abstract—This paper introduces a method based on nonlinear predictive control to design optimal surfaces for sliding mode tracking control of underactuated unmanned surface vessel systems. The time-invariant parameters of the sliding mode control first- and second-order surfaces are selected to achieve an optimal performance objective, such as minimum tracking error or minimum energy. The method is demonstrated using simulations based on an experimental USV system.

I. INTRODUCTION

Sliding mode control [1] has been shown to be a robust and effective control approach for underactuated nonlinear systems. In an effort to avoid excessive control action and/or achieve faster reaching times to the sliding surface, previous research has focused on methods to optimally redefine the sliding surfaces. Salamci, et al. [2] approximate the nonlinear system by a LTV (linear time varying) system and design LTV optimal sliding surfaces to minimize the desired objective function based on a weighted combination of the system states and controls. Eksin, et al. [3] present an approach for designing time-varying nonlinear sliding surfaces for second-order systems in order to minimize the settling time. In this method, the proposed sliding surface is the combination of the classical linear sliding surface and an adaptive time-varying nonlinear part. Kim and Park [4] present a method for designing a sliding mode control law to minimize quadratic cost functions. The method is based on manipulation of the linear matrix inequalities (LMIs) imposed by the design objective.

The optimal design of sliding surfaces for underactuated nonlinear systems has received less attention. Nikkhah, et al. [5] proposed an optimization based approach for set-point control of underactuated systems with isolated equilibrium points. Optimal design can be a critical aspect for the implementation of sliding mode control to underactuated systems because the influence of the controls in these nonlinear systems is, in general, limited. Because of this limitation, it may require long reaching times and/or undesirable state trajectories to reach the final state target [6]. In this paper, an optimal sliding surface design methodology for a nonlinear underactuated Unmanned Surface Vessel (USV) system is developed by incorporating principles from nonlinear predictive control that have been widely applied to nonlinear systems [7]. Although we consider an underactuated USV system in this work, the proposed approach is also applicable to fully actuated systems without modification.

We determine the time-invariant parameters of the sliding mode controller developed in [8] by minimizing a specified performance objective under sliding mode control. Constraints in this minimization include satisfying limits on the control, restrictions on the parameters, and any dynamic restrictions on the state trajectory. The result is a nonlinear optimization problem similar to that posed in nonlinear predictive control except that the decision variables are the sliding mode control parameters as opposed to the actual control trajectory.

There are a number of advantages to the proposed approach. Common performance objectives, such as minimum energy and minimum time, can easily be incorporated into the sliding mode control framework for underactuated systems. Physical constraints such as actuator saturation limits are easily implemented. Undesirable state trajectories can be eliminated through the use of dynamic state constraints in the optimization problem. If the resulting nonlinear optimization problem is feasible, the sliding mode controller will avoid these trajectories. If the optimization problem is infeasible, then the system is over specified and it is not possible to avoid the specified state trajectories. In this case, either the constraints on the control actuation, the constraints on the dynamic state trajectory, or both must be relaxed in order to obtain a feasible optimization problem.

II. MODEL USV SYSTEM

In this work, the three degree of freedom (DOF) planar model of a surface vessel shown in Fig. 1 is considered. This model consists of surge, sway, and yaw motion with two propeller force inputs $f_1$ and $f_2$. The geometrical relationship between the inertial reference frame and the vessel-based body-fixed frame is defined in terms of velocities as

$$\begin{align*}
\dot{x} &= v_x \cos \theta - v_y \sin \theta \\
\dot{y} &= v_x \sin \theta + v_y \cos \theta \\
\dot{\theta} &= \omega
\end{align*}$$

where $(x, y)$ denote the position of the center of mass, $\theta$ is the orientation angle of the vessel in the inertial reference frame, $(v_x, v_y)$ are the surge and sway velocity, respectively, and $\omega$ is the angular velocity of the vessel.

In the body-fixed frame, the nonlinear equations of motion for a simplified model of the dynamics of a surface vessel, where motion in heave, roll, and pitch are neglected, are
In this work, the controller is designed to track a target that may follow an arbitrary trajectory. In order to achieve tracking control, the desired state trajectory is defined by the nonlinear dynamic system
\[ \dot{x}_i = -a_i x_i, \quad a_i > 0, \quad i = 1, 2 \] (5)
where \( x_1 = x - x_t \) and \( x_2 = y - y_t \) are the state variables of the desired system trajectory, and \( x_t \) and \( y_t \) are the instantaneous target position. The result is a desired system trajectory that is exponentially stable, because of the constraint on \( a_i \), and that does not require knowledge of the future path of the target. The constants \( a_i \) specify the speed of convergence in the respective coordinate directions. The desired state trajectories in the inertial reference frame are related to the corresponding surge and lateral velocities and accelerations as follows:
\[ \begin{align*}
    v_{xd} &= \dot{x}_1 \cos \theta + \dot{x}_2 \sin \theta \\
    v_{yd} &= -\dot{x}_1 \sin \theta + \dot{x}_2 \cos \theta \\
    \dot{v}_{xd} &= \ddot{x}_1 \cos \theta + \ddot{x}_2 \sin \theta - v_{yd} \omega \\
    \dot{v}_{yd} &= -\ddot{x}_1 \sin \theta + \ddot{x}_2 \cos \theta - v_{xd} \omega
\end{align*} \] (6)

### A. Surge Control Law

The first sliding surface is a first-order exponentially stable surface defined in terms of the vessel’s surge motion tracking errors
\[ S_1 = \ddot{v}_x + \lambda_1 \int_0^t \ddot{v}_x(\tau) d\tau, \quad \lambda_1 > 0 \] (7)
where “ ∫ ” denotes the difference between the actual and desired values; i.e. \( \ddot{v}_x = v_{xd} - v_{xd} \). Note that \( v_{xd} \) is expressed in terms of \( \dot{x}_1 \) and \( \dot{x}_2 \) as shown in Eq. (6).

A nominal surge control law for zero dynamics is determined by taking the time derivative of the surface and using the first equation of motion in Eq. (2)
\[ \begin{align*}
    \dot{S}_1 &= \dot{v}_x + \dot{S}_{r1} = 0, \quad \dot{S}_{r1} = -\dot{v}_{xd} + \lambda_1 \ddot{v}_x \\
    \dot{f} &= -\hat{m}_{x2} v_x \omega + d_{11} \alpha_1 - \hat{m}_{11} \dot{S}_{r1}
\end{align*} \] (8)
where “ ∫ ” is used to indicate the estimated model parameters. The sliding mode control law is derived by subtracting a high-slope saturation function from the nominal control as in [10]
\[ f = \dot{f} - k_1 \text{sat}(S_1/\phi_1) \] (10)
\[ \text{sat}(S_1/\phi_1) = \begin{cases} 
    S_1/\phi_1 & \text{if } |S_1| \leq \phi_1 \\
    \text{sgn}(S_1) & \text{if } |S_1| > \phi_1
\end{cases} \] (11)
where \( \phi_1 \) is a positive constant which defines a small boundary layer around the surface.

The coefficient \( k_1 \) is selected by first defining a Lyapunov candidate function similar to Eq. (4) that guarantees reaching the set \(|S_1| \leq \phi_1\) in finite time and remain inside this set thereafter:
\[ V_1 = \frac{1}{2} m_{11} S_1^2 \] (12)
The time derivative of Eq. (12) can be derived as presented in [8] where the following reaching condition is achieved
\[ \dot{V}_1 = m_{11} S_1 \dot{S}_1 \leq -\hat{m}_{11} \eta_1 |S_1| \] (13)
if $k_1$ is selected as
\[ k_1 = M_{22} |\dot{v}_y \omega| + D_1 v_x^{\alpha_1} + M_{11} |\dot{S}_{r1}| + \hat{m}_{11} \eta_1 \]
(14)
with the bounds for the model parameters, $M_{ii}$ and $D_i$, defined as:
\[ |m_{ii} - \hat{m}_{ii}| \leq M_{ii}, \ |d_i - \hat{d}_i| \leq D_i, \ i = 1, 2, 3 \]
(15)

B. Lateral Motion Control Law

The second sliding surface is a second-order exponentially stable surface defined in terms of the vessel’s lateral motion tracking errors
\[ S_2 = \hat{v}_y + 2\lambda_2 \tilde{v}_y + \lambda_2^2 \int_0^2 \hat{v}_y(\tau)d\tau, \ \lambda_2 > 0 \]
(16)
where $\hat{v}_y = v_y - \dot{v}_y$ and $\tilde{v}_y = \dot{v_y} - \ddot{v}_y$. The yaw moment control law is derived for zero dynamics of the lateral motion using a high-slope saturation function in the same manner as the surge control law in Eq. (10)
\[ T = [\dot{h} - k_2 \text{sat}(S_2/\phi_2)]/\dot{h} \]
(17)
where the nominal values of $b$ and $h$ are computed as:
\[ b = m_{22}v_{xd} - m_{11}v_x \]
\[ h = b(m_{dd}v_y + d_3 \text{sgn}(\omega)[|\omega|^{\alpha_3} - m_{22}v_y + m_{33}v_{yd} + 2\lambda_2 v_{yd} - \lambda_2^2 \tilde{v}_y] \]
(18)

In order to determine $k_2$, another Lyapunov candidate function is defined
\[ V_2 = \frac{1}{2} m_{22} m_{33} S_2^2 \]
(20)
that guarantees reaching the set $\{|S_2| \leq \phi_2\}$ in finite time. This Lyapunov function yields the following reaching condition
\[ V_2 = m_{22} m_{33} S_2 \dot{S}_2 \leq -\hat{m}_{22} m_{33} \eta_2 |S_2| \]
(21)
if $k_2$ is selected as
\[ k_2 = \beta(H + \hat{m}_{22} m_{33} \eta_2) + (\beta - 1) |\dot{h}| \]
(22)

C. Stability Analysis

The surge force and yaw moment control laws in Eqs. (10) and (17) are derived based on the reaching conditions in Eqs. (13) and (21), respectively. Integration of these reaching conditions verifies that the trajectory reaches the two corresponding surfaces in a finite time of less than $m_{11} \left( \frac{S_{11}(0)}{\eta_1} \right)$ and $m_{22} m_{33} \left( \frac{S_{22}(0)}{\eta_2} \right)$ respectively. Furthermore, the two surfaces in Eqs. (7) and (16) are asymptotically stable. Therefore the trajectory exponentially slides to the origin at the intersection of the two surfaces
\[ \dot{v}_x \rightarrow 0, \ \int_0^t \dot{v}_x(\tau)d\tau \rightarrow 0 \]
\[ \dot{v}_y \rightarrow 0, \ \int_0^t \dot{v}_y(\tau)d\tau \rightarrow 0 \]
(24)
and the kinematic relations in Eq. (1) guarantee trajectory tracking in the inertial reference frame.

It can be shown that $\omega$ is BIBO (Bounded-Input-Bounded-Output) stable as follows. Define the Lyapunov candidate function
\[ V_3 = \frac{1}{2} m_{33} \omega^2 \]
(25)
and, using Eq. (2), the time derivative of $V_3$ may be written as:
\[ \dot{V}_3 = \omega [T - m_d v_x v_y - d_3 \text{sgn}(\omega)[|\omega|^{\alpha_3}]] \]
\[ = \omega (T - m_d v_x v_y) - d_3 |\omega|^{\alpha_3} \]
(26)
\[ \dot{V}_3 < 0 \text{ if } d_3 |\omega|^{\alpha_3} > |T - m_d v_x v_y| \]
(27)
It follows from Eq. (25) that if $V_3$ is a decreasing function, then $|\omega|$ is also a decreasing function. From Eq. (27), $V_3$ is decreasing when $|\omega| > \frac{|T - m_d v_x v_y|^{\frac{1}{\alpha_3}}}{d_3}$ which determines an upper bound for $|\omega|$. Since $T, v_x$, and $v_y$ are bounded, the upper bound for $|\omega|$ remains bounded.

IV. OPTIMAL SLIDING MODE PARAMETER SELECTION

The closed-loop dynamic performance of the USV system under sliding mode control is a complex function of the effort (4), desired trajectory (5), and sliding surface (7,16) parameters. The effect of each of these parameters on the closed-loop response is often non-intuitive requiring either simulation or on-line tuning to achieve the desired control performance. In this work, a closed-loop optimal performance objective is used to determine these control parameter values. A general performance objective is constructed following the Bolza cost function in optimal control [11] without a terminal state penalty
\[ \min_{\{a, \lambda\}} J = \int_{t_0}^{t_f} \mathcal{L}(x, u, t) dt \]
(28)
where $x$ is the state of the system and $u$ is the propeller forces determined by the sliding mode controller. This objective is minimized over the surface and trajectory parameters.
\[\dot{x} = f(x, u, t)\] (29)

\[
u = \begin{bmatrix} f_1 \\ f_2 \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ -B/2 & B/2 \end{bmatrix}^{-1} \begin{bmatrix} f \\ T \end{bmatrix} \] (30)

\[g(x, u) \leq 0\] (31)

\[h(a, \lambda) \leq 0\] (32)

where \(f(x, u, t)\) is the dynamic equality constraint arising from the system equations, \(g(x, u)\) is a general inequality constraint on the states and control, and \(h(a, \lambda)\) is a general inequality constraint on the controller parameters arising from the surface and trajectory derivation. The control \(u\) is determined from the underactuated sliding mode control laws for \(f\) and \(T\) in Eqs. (10) and (17) that determine \((f_1, f_2)\).

V. EXAMPLES

In each of the following examples, the target follows a circular trajectory centered at \((x=1\,\text{m}, y=2\,\text{m})\) with a radius of 0.5 meters and constant angular velocity of 0.2 rad/sec (a period of about 30s). The USV must approach and track the target from an initial position at \((x=2\,\text{m}, y=1\,\text{m})\).

For simplicity, the values of \(a_1\) and \(a_2\) defined in Eq. (5) are assumed to be equal; i.e. \(a_1 = a_2 = a\). The USV model parameters used in these examples are taken from the experimental system identification presented in [12].

The following input saturation constraints

\[-0.4 \leq f_i(t) \leq 0.8, \quad i = 1, 2\] (33)

are imposed based on physical constraints on the same experimental system. The sliding mode control parameter inequality constraints

\[h(a, \lambda) = -\begin{bmatrix} a \\ \lambda_i \end{bmatrix} \leq 0, \quad i = 1, 2\] (34)

are applied such that the sliding mode parameters are strictly positive.

In order to compare the performance of the optimized parameters, the nominal parameters

\[
\begin{align*}
a &= 0.4 \\
\lambda_1 &= 1.5 \\
\lambda_2 &= 4
\end{align*}
\]

are used where the resulting nominal USV path is shown in Fig. 2. The initial position of the target on the circular trajectory is indicated by the small circle in this figure. The nominal control action is shown in Fig. 3.
B. Minimum Energy Objective

The minimum energy objective determines the controller parameters that minimize the integral squared control effort cost function

\[
\min_{\{a, \lambda_1, \lambda_2\}} J_2 = \int_0^{t_r} \left( \Delta f_1^2 + \Delta f_2^2 \right) dt \tag{37}
\]

subject to the state constraint

\[
g(x) = d(t_r) - d_{tol} \leq 0 \tag{38}
\]

where \(\Delta f_i = f_i - f_{ss}, f_{ss}\) is the steady-state control input required to follow the circular target trajectory, \(t_r\) is the desired reach time, and \(d\) is defined in Eq. (36). The state constraint is implemented to force the USV to approach within a specified tolerance, \(d_{tol} = 0.05\text{m}\), of the target trajectory within a reach time of \(t_r = 100s\). Without this constraint, the minimum energy sliding mode controller approaches the target trajectory too slowly to be implemented in practice. The stable equilibrium trajectory for the experimental USV system considered in this work is circular, therefore there is a steady-state control input, \(f_{ss}\), that follows the desired trajectory.

The solution to the minimum error optimization is also summarized in Table I. Fig. 6 presents the resulting USV path using the minimum energy optimal controller parameters and the control action is presented in Fig. 7. As shown in these figures, the speed of convergence to the target trajectory is much slower than the minimum tracking error and the nominal cases, but the energy objective function is reduced by an order of magnitude as shown in Fig. 8. The reduction in control action, however, results in a much more indirect path to the target.

VI. CONCLUSIONS

In this work, an optimization based procedure to select the time-invariant parameters of the first- and second-order surfaces defined for sliding mode control of underactuated USV systems is developed and demonstrated on an experimental USV system model. The controller parameters obtained minimize a specified performance objective subject to dynamic constraints on the state and control action in addition to parameter constraints. The proposed method effectively identifies the parameter values that achieve the desired control performance for the closed-loop response of the system. As shown in Fig. 8, there is a significant improvement in the respective cost functions over the simulation time period for the examples presented in this work.

### Table I: Solutions to Parameter Optimization

<table>
<thead>
<tr>
<th>Nominal</th>
<th>Error</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.4</td>
<td>1.4</td>
</tr>
<tr>
<td>(\lambda_1)</td>
<td>1.5</td>
<td>6.1</td>
</tr>
<tr>
<td>(\lambda_2)</td>
<td>4.0</td>
<td>14.7</td>
</tr>
<tr>
<td>(J_1)</td>
<td>10.7</td>
<td>4.0</td>
</tr>
<tr>
<td>(J_2)</td>
<td>0.36</td>
<td>1.6</td>
</tr>
</tbody>
</table>
Figure 8. Comparison of objective function values

Future work in this area includes combining cost functions to reach a compromise between control energy and tracking error. The approach can also be extended to a closed-loop implementation where the control parameters are optimized on-line to produce time-varying surfaces.
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