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Abstract—We apply the theory of partially observable Markov decision processes (POMDPs) to the design of guidance algorithms for controlling the motion of unmanned aerial vehicles (UAVs) with on-board sensors for tracking multiple ground targets. While POMDPs are intractable to optimize exactly, principled approximation methods can be devised based on Bellman's principle. We introduce a new approximation method called nominal belief-state optimization (NBO). We show that NBO, combined with other application-specific approximations and techniques within the POMDP framework, produces a practical design that coordinates the UAVs to achieve good long-term mean-squared-error tracking performance in the presence of occlusions and dynamic constraints.

I. INTRODUCTION

Interest in unmanned aerial vehicles (UAVs) for applications such as surveillance, search, and target tracking has increased in recent years, owing to significant progress in their development and a number of recognized advantages in their use [1], [2]. Of particular interest in ongoing research on this topic is the interplay among signal processing, robotics, and automatic control in the success of UAV systems.

This paper describes a principled framework for designing a planning and coordination algorithm to control a fleet of UAVs for the purpose of tracking ground targets. The algorithm runs on a central fusion node that collects measurements generated by sensors on-board the UAVs, constructs tracks from those measurements, plans the future motion of the UAVs to maximize tracking performance, and sends motion commands back to the UAVs based on the plan.

The focus of this paper is to illustrate a design framework based on the theory of partially observable Markov decision processes (POMDPs), and to discuss practical issues related to the use of the framework. With this in mind, the problem scenarios presented here are idealized, and are meant to illustrate qualitative behavior of a guidance system design. Moreover, the particular approximations employed in the design are examples and can certainly be improved. Nevertheless, the intent is to present a design approach that is flexible enough to admit refinements to models, objectives, and approximation methods without damaging the underlying structure of the framework.

II. PROBLEM DESCRIPTION

The class of problems we pose in this paper is a rather schematic representation of the UAV guidance problem. Simplifications are assumed for ease of presentation and understanding of the key issues involved in sensor coordination. These simplifications include:

2-D motion. The targets are assumed to move in a plane on the ground, while the UAVs are assumed to fly at a constant altitude above the ground.

Position measurements. The measurements generated by the sensors are 2-D position measurements with associated covariances describing the position uncertainty. A simplified visual sensor (camera plus image processing) is assumed, which implies that the angular resolution is much better than the range resolution.

Perfect tracker. We assume that there are no false alarms and no missed detections, so exactly one measurement is generated for each target visible to the sensor. Also, perfect data association is usually assumed, so the tracker knows which measurement came from which target.

Despite these simplifications, the problem class has a number of important features that influence the design of a good planning algorithm. These include:

Dynamic constraints. These appear in the form of constraints on the motion of the UAVs. Specifically, the UAVs fly at a constant speed and have bounded lateral acceleration in the plane, which limits their turning radius. This is a reasonable model of the characteristics of small fixed-wing aircraft. The presence of dynamic constraints implies that the planning algorithm needs to include some form of lookahead for good long-term performance.

Randomness. The measurements have random errors, and the models of target motion are random as well.

Spatially varying measurement error. The range error of the sensor is an affine function of the distance between the sensor and the target. The bearing error of the sensor is constant, but that translates to a proportional error in Cartesian space as well. This spatially varying error is what makes the sensor placement problem meaningful.

Occlusions. There are occlusions in the plane that block the visibility of targets from sensors when they are on opposite sides of an occlusion. The occlusions are generally collections of rectangles in our models, though in the case studies presented they appear more as walls (thin rectangles). Targets are allowed to cross occlusions, and of course the UAVs are allowed to fly over them; their purpose is only to make the observation of targets more challenging.
Tracking objectives. The performance objectives considered here are related to maintaining the best tracks on the targets. Normally, that means minimizing the mean squared error between tracks and targets, but we have also considered the avoidance of track swaps as a performance objective. This differs from most of the guidance literature, where the objective is usually posed as interpolation of way-points.

The UAV guidance problem considered here falls within the class of problems known as sensor resource management [3]. In its full generality, sensor resource management encompasses a large body of problems arising from the increasing variety and complexity of sensor systems, including dynamic tasking of sensors, dynamic sensor placement, control of sensing modalities (such as waveforms), communication resource allocation, and task scheduling within a sensor [4]. A number of approaches have been proposed to address the design of algorithms for sensor resource management, which can be broadly divided into two categories: myopic and nonmyopic.

Myopic approaches do not explicitly account for the future effects of sensor resource management decisions (i.e., there is no explicit planning or “lookahead”). One approach within this category is based on fuzzy logic and expert systems [5], which exploits operator knowledge to design a resource manager. Another approach uses information-theoretic measures as a basis for sensor resource management [6], [7], [8]. In this approach, sensor controls are determined based on maximizing a measure of “information.”

Nonmyopic approaches to sensor resource management have gained increasing interest because of the need to account for the kinds of requirements described in this paper, which imply that foresight and planning are crucial for good long-term performance. In the context of UAV coordination and control, such approaches include the use of guidance rules [9], [10], [11], [2], oscillator models [12], and information-driven coordination [1], [13]. A more general approach to dealing with nonmyopic resource management involves stochastic dynamic programming formulations of the problem (or, more specifically, POMDPs). Because exact optimal solutions are practically infeasible to compute, recent effort has focused on obtaining approximate solutions, and a number of methods have been developed (e.g., see [14], [15], [16]). This paper contributes to the further development of this thrust by introducing a new approximation method, called nominal belief-state optimization, and applying it to the UAV guidance problem.

III. POMDP SPECIFICATION AND SOLUTION

A. POMDP FORMULATION OF GUIDANCE PROBLEM

To formulate our guidance problem in the POMDP framework, we must specify each of the components of the POMDP as they relate to the guidance system. This subsection is devoted to this specification. For a full treatment of POMDPs and related background, see [17]. For a discussion of POMDPs in sensor management, see [4]. Our specification here follows the terminology in [4].

States. In the guidance problem, three subsystems must be accounted for in specifying the state of the system: the sensor(s), the target(s), and the tracker. More precisely, the state at time $k$ is given by $s_k = (s_k, \xi_k, \xi_k, P_k)$, where $s_k$ represents the sensor state, $\xi_k$ represents the target state, and $(\xi_k, P_k)$ represents the track state. The sensor state $s_k$ specifies the locations and velocities of the sensors (UAVs) at time $k$. The target state $\xi_k$ specifies the locations, velocities, and accelerations of the targets at time $k$. Finally, the track state $(\xi_k, P_k)$ represents the state of the tracking algorithm: $\xi_k$ is the posterior mean vector and $P_k$ is the posterior covariance matrix, standard in Kalman filtering algorithms.

Action. In our guidance problem, we assume a standard model where each UAV flies at constant speed and its motion is controlled through turning controls that specify lateral instantaneous accelerations. The lateral accelerations can take values in an interval $[-a_{\text{max}}, a_{\text{max}}]$, where $a_{\text{max}}$ represents a maximum limit on the possible lateral acceleration. So the action at time $k$ is given by $a_k \in [-1, 1]^{N_{\text{sens}}}$, where $N_{\text{sens}}$ is the number of UAVs, and the components of the vector $a_k$ specify the normalized lateral acceleration of each UAV.

State-transition law. The state-transition law specifies how each component of the state changes from one time step to the next. In general, the transition law takes the form $x_{k+1} \sim p_k(\cdot \mid x_k)$ for some time-varying distribution $p_k$. However, the model for the UAV guidance problem constrains the form of the state transition law. The sensor state evolves according to $s_{k+1} = \psi(s_k, \alpha_k)$, where $\psi$ is the map that defines how the state changes from one time step to the next depending on the acceleration control as described above. The target state evolves according to $\xi_{k+1} = f(\xi_k) + v_k$ where $v_k$ represents an i.i.d. random sequence and $f$ represents the target motion model. Most of our simulation results use a nearly constant velocity (NCV) target motion model, except for Section VI-B which uses a nearly constant acceleration (NCA) model. In all cases $f$ is linear, and $v_k$ is normally distributed. We write $v_k \sim \mathcal{N}(0, Q_k)$ to indicate the noise is normal with zero mean and covariance $Q_k$.

Finally, the track state $(\xi_k, P_k)$ evolves according to a tracking algorithm, which is defined by a data association method and the Kalman filter update equations. Since our focus is on UAV guidance and not on practical tracking issues, in most cases a “truth tracker” is used, which always associates a measurement with the track corresponding to the target being detected.

Observations and observation law. In general, the observation law takes the form $z_k \sim q_k(\cdot \mid x_k)$ for some time-varying distribution $q_k$. In our guidance problem, since the state has four separate components, it is convenient to express the observation with four corresponding components. The sensor state and track state are assumed to be fully observable. So, for these components of the state, the observations are equal to the underlying state components: $z_s = s_k$, $z_{\xi_k} = \xi_k$, and $z_{P_k} = P_k$. The target state, however, is not directly observable; instead, what we have are random measurements of the target state that are functions of the
locations of the targets and the sensors.
Let $\zeta_{pos}^k$ and $s_{pos}^k$ represent the position vectors of the
target and sensor, respectively, and let $h(\zeta_k, s_k)$ be a boolean-valued function that is true if the line of sight from $s_{pos}^k$ to $\zeta_{pos}^k$
is unobscured by any occlusions. Furthermore, we define a
2D position covariance matrix $R_k(\zeta_k, s_k)$ that reflects a $10\%$
uncertainty in the range from sensor to target, and $0.01\pi$
radian angular uncertainty, where the range is taken to be at least
10 meters. Then the measurement of the target state at
time $k$ is given by
$$z_k^\zeta = \begin{cases} 
\zeta_{pos}^k + w_k & \text{if } h(\zeta_k, s_k) = \text{true}, \\
\emptyset & \text{if } h(\zeta_k, s_k) = \text{false}, 
\end{cases}$$
where $w_k$ represents an i.i.d. sequence of noise values
distributed according to the normal distribution $N(0, R_k(\zeta_k, s_k))$.

Cost function. The cost function we use in our guidance
problem is the mean squared tracking error, defined by
$$C(x_k, a_k) = \mathbb{E}_{w_k, w_{k+1}} \left[ ||\zeta_{k+1} - \zeta_{k+1}||^2 \right] \cdot (x_k, a_k). \quad (1)$$

Belief state. Although not a part of the POMDP specification,
itis convenient at this point to define our notation for the belief state for the guidance problem. The belief state at time $k$ is a distribution over states, $b_k(x) = P_{x_k}(x \mid z_0, \ldots, z_k; a_0, \ldots, a_{k-1})$. For our guidance problem, the belief state is given by $b_k = (b_k^s, b_k^\xi, b_k^P)$ where
$$b_k^s(s) = \delta(s - s_k)$$
$$b_k^\xi(\xi) = \delta(\xi - \xi_k)$$
$$b_k^P(P) = \delta(P - P_k).$$
Note that those components of the state that are directly
observable have delta functions representing their corresponding belief-state components.

B. Optimal Policy

given the POMDP formulation of our problem, our goal is to select actions over time to minimize the expected cumulative cost (we take expectation here because the cumulative cost is a random variable, being a function of the random evolution of $x_k$). To be specific, suppose we are interested in
the expected cumulative cost over a time horizon of length $H: k = 0, 1, \ldots, H - 1$. The problem is to minimize the cumulative cost over horizon $H$, given by
$$J_H = \mathbb{E} \sum_{k=0}^{H-1} C(x_k, a_k). \quad (2)$$
The goal is to pick the actions so that the objective function is minimized. In general, the action chosen at each time should be allowed to depend on the entire history up to that
time (i.e., the action at time $k$ is a random variable that is a function of all observable quantities up to time $k$). However, it turns out that if an optimal choice of such a sequence of actions exists, then there is an optimal choice of actions that depends only on “belief-state feedback.” In other words, it
suffices for the action at time $k$ to depend only on the belief state at time $k$, as alluded to before.

Let $b_k$ be the belief state at time $k$, updated incrementally
using Bayes rule. The objective can be written in terms of belief states:
$$J_H = \mathbb{E} \sum_{k=0}^{H-1} c(b_k, a_k) \cdot b_0, c(b, a) = \int C(x, a) b(x) \, dx \quad (3)$$
were $\mathbb{E}_{b_k} \mid b_0$ represents conditional expectation given $b_0$.
Let $B$ represent the set of possible belief states, and $A$ the
set of possible actions. So what we seek is, at each time $k$, a
mapping $\pi_k^*: B \rightarrow A$ such that if we perform action $a_k = \pi_k^*(b_k)$, then the resulting objective function is minimized. This is the desired optimal policy.

The key result in POMDP theory is Bellman’s principle. Let $J_H^*(b_0)$ be the optimal objective function value (over horizon $H$) with $b_0$ as the initial belief state. Then, Bellman’s principle states that
$$\pi_0^*(b_0) = \arg\min_a \{ c(b_0, a) + \mathbb{E} [J_H^*(b_1) \mid b_0, a] \}$$
is an optimal policy, where $b_1$ is the random next belief state (with distribution depending on $a$), $\mathbb{E}[] \mid [b_0, a]$ represents
conditional expectation (given $b_0$ and action $a$) with respect
to the random next state $b_1$, and $J_H^*(b_1)$ is the optimal cumulative cost over the time horizon $1, \ldots, H$ starting with belief state $b_1$.

Define the $Q$-value of taking action $a$ at state $b_0$ as
$$Q_H(b_0, a) = c(b_0, a) + \mathbb{E} [J_H^*(b_1) \mid b_0, a].$$
Then, Bellman’s principle can be rewritten as
$$\pi_0^*(b_0) = \arg\min_a Q_H(b_0, a),$$
i.e., the optimal action at belief state $b_0$ is the one with smallest $Q$-value at that belief state. Thus, Bellman’s principle instructs us to minimize a modified cost function ($Q_H$) that includes the term $\mathbb{E}[J_H^*(b_1)]$ indicating the expected future cost of an action; this term is called the expected cost-to-go (ECTG).
By minimizing the $Q$-value that includes the ECTG, the resulting policy has a look-ahead property that is
a common theme among POMDP solution approaches.

For the optimal action at the next belief state $b_1$, we would similarly define the $Q$-value
$$Q_H(b_1, a) = c(b_1, a) + \mathbb{E} [J_H^*(b_2) \mid b_1, a],$$
where $b_2$ is the random next belief state and $J_H^*(b_2)$ is the optimal cumulative cost over the time horizon $2, \ldots, H$
starting with belief state $b_2$. Bellman’s principle then states that
the optimal action is given by
$$\pi_1^*(b_1) = \arg\min_a Q_H(b_1, a).$$

A common approach in on-line optimization-based control
is to assume that the horizon is long enough that the difference between $Q_H$ and $Q_{H-1}$ is negligible. This has
two implications: first, the time-varying optimal policy $\pi_k^*$
may be approximated by a stationary policy, denoted \( \pi^* \); second, the optimal policy is given by
\[
\pi^*(b) = \arg\min_a Q_H(b, a),
\]
where now the horizon is fixed at \( H \) regardless of the current time \( k \). This approach is called receding horizon control, and is practically appealing because it provides lookahead capability without the technical difficulty of infinite-horizon control. Moreover, there is usually a practical limit to how far models may be usefully predicted. Henceforth we will assume the horizon length is constant and drop it from our notation.

In summary, we seek a policy \( \pi^*(b) \) that, for a given belief state \( b \), returns the action \( a \) that minimizes \( Q(b, a) \), which in the receding-horizon case is
\[
Q(b, a) = c(b, a) + E[J^*(b') \mid b, a],
\]
where \( b' \) is the (random) belief state after applying action \( a \) at belief state \( b \), and \( c(b, a) \) is the associated cost. The second term in the \( Q \)-value is in general difficult to obtain, especially because the belief-state space is large. For this reason, approximation methods are necessary. In the next section, we describe our algorithm for approximating \( \arg\min_a Q(b, a) \).

IV. APPROXIMATION METHOD

There are two aspects of a general POMDP that make it intractable to solve exactly. First, it is a stochastic control problem, so the dynamics are properly understood as constraints on distributions over the state space, which are infinite-dimensional in the case of a continuous state space as in our tracking application. In practice, solution methods for Markov decision processes employ some parametric representation or nonparametric (i.e., Monte Carlo or “particle”) representation of the distribution, to reduce the problem to a finite-dimensional one. Intelligent choices of finite-dimensional approximations are derived from Bellman’s principle characterizing the optimal solution. POMDPs, however, have the additional complication that the state space itself is infinite-dimensional, since it includes the belief state which is a distribution; hence, the belief state must also be approximated by some finite-dimensional representation. In Section IV-A we present a finite-dimensional approximation to the problem called nominal belief-state optimization (NBO), which takes advantage of the particular structure of the tracking objective in our application.

Secondly, in the interest of long-term performance, the objective of a POMDP is often stated over an arbitrarily long or infinite horizon. This difficulty is typically addressed by truncating the horizon to a finite length and adding an approximate ECTG, as discussed in Section IV-B.

Before proceeding to the detailed description of our NBO approach, we first make two simplifying approximations that follow from standard assumptions for tracking problems. The first approximation, which follows from the assumption of a correct tracking model and Gaussian statistics, is that the belief-state component for the target can be expressed as
\[
b_k^T = \mathcal{N}(\xi_k, P_k)
\]
and can be updated using (extended) Kalman filtering (by the equation above we mean that the distribution represented by \( b_k^T \) is Gaussian with mean \( \xi_k \) and covariance \( P_k \)).

We adopt this approximation for the remainder of this paper. The second approximation, which follows from the additional assumption of correct data association, is that the cost function can be written as
\[
c(b_k, a_k) = \int \mathbb{E}_{\zeta_{k+1}} \left[ \|\xi_{k+1} - \xi_{k+1}\|^2 \mid s_k, \zeta, \xi_k, a_k \right] b_k^T(\zeta) \, d\zeta
\]
\[
= \text{Tr} P_{k+1},
\]
where \( \text{Tr} \) represents trace. We have studied the impact of this approximation in the context of tracking with data association ambiguity [18], but space restrictions preclude further discussion here.

A. Nominal Belief-State Optimization (NBO)

A number of POMDP approximation methods have been studied in the literature; for a detailed discussion of these methods applied to sensor resource management problems, see [14]. These methods either directly approximate the \( Q \)-value \( Q(b, a) \) or indirectly approximate the \( Q \)-value by approximating the cost-to-go \( J^*(b) \).

The NBO approach may be summarized as
\[
J^*(b) \approx \min_{(a_k)_k} \sum_k c(\hat{b}_k, a_k),
\]
where \( (a_k)_k \) means the ordered list \( (a_0, a_1, \ldots) \), and \( (\hat{b}_k)_k \) represents a nominal sequence of belief states. Thus, NBO resembles both the hindsight and foresight optimization approaches in [14], but with the expectation approximated by one sample. The central motivation behind NBO is computational efficiency. If one cannot afford to simulate multiple samples of the random noise sequences to estimate expectations, and only one realization can be chosen, it is natural to choose the “nominal” sequence (e.g., maximum likelihood or mean). The nominal noise sequence leads to a nominal belief-state sequence \( (\hat{b}_k)_k \) as a function of the chosen action sequence \( (a_k)_k \). Note that in NBO, the optimization is over a fixed sequence \( (a_k)_k \) rather than a noise-dependent sequence or a policy.

There are two points worth emphasizing about the NBO approach. First, the nominal belief-state sequence is not fixed, as (6) might suggest; rather, the underlying random variables are fixed at nominal values and the belief states become deterministic functions of the chosen actions. Second, the expectation implicit in the incremental cost \( c(\hat{b}_k, a_k) \) (recall (1) and (3)) need not be approximated by the “nominal” value. In fact, for the mean-squared-error cost we use in the tracking application, the nominal value would be 0. Instead, we use the fact that the expected cost can be evaluated analytically by (5) under the previously stated assumptions of correct tracking model, Gaussian statistics, and correct data association.

Because NBO approximates the belief-state evolution but not the cost evaluation, the method is suitable when the
primary effect of the randomness appears in the cost, not in the state prediction. Thus, NBO should perform well in our tracking application as long as the target motion is reasonably predictable with the tracking model within the chosen planning horizon.

The general procedure for using the NBO approximation may be summarized as follows:

1) Write the state dynamics as functions of zero-mean noise. For example, borrowing from the notation of Section III-A:
   \[ x_{k+1} = f(x_k, a_k) + v_k, \quad v_k \sim \mathcal{N}(0, Q_k) \]
   \[ z_k = g(x_k) + w_k, \quad w_k \sim \mathcal{N}(0, R_k). \]

2) Define nominal belief-state sequence \((\hat{b}_1, \ldots, \hat{b}_{H-1})\) based on \(b_{k+1} = \Phi(b_k, a_k, v_k, w_{k+1})\):
   \[ \hat{b}_{k+1} = \Phi(\hat{b}_k, a_k, 0, 0), \quad \hat{b}_0 = b_0. \]
   In the linear Gaussian case, this is the maximum a posteriori (MAP) estimate of \(b_k\).

3) Replace expectation over random future belief states
   \[ J_H(b_0) = \mathbb{E}_{b_1, \ldots, b_H} \left[ \sum_{k=1}^{H} c(b_k, a_k) \right] \]
   with the sample given by nominal belief state sequence
   \[ J_H(b_0) \approx \sum_{k=1}^{H} c(\hat{b}_k, a_k). \] (7)

4) Optimize over action sequence \((a_0, \ldots, a_{H-1})\).

In the specific case of tracking, recall that the belief state \(\hat{b}_k^c\) corresponding to the target state \(z_k\) is identified with the track state \((\hat{\xi}_k, \hat{P}_k)\) according to (4). Thus, the nominal belief state \(\hat{b}_k^c\) evolves according to the nominal track state trajectory \((\hat{\xi}_k, \hat{P}_k)\) given by the (extended) Kalman filter equations with an exactly zero noise sequence. This reduces to
   \[ \hat{\xi}_{k+1} = \Phi(\hat{\xi}_k, \hat{P}_k) \]
   \[ \hat{P}_{k+1} = \left[ (F_k \hat{P}_k F_k^T + Q_k)^{-1} \right] \]
   \[ + \left[ H_k^T R_{k+1} \left( H_k^T (\hat{\xi}_k, s_k)^{-1} \right) H_{k+1} \right]^{-1}, \]
where the (linearized) target motion model is given by
   \[ z_k = H_k \hat{\xi}_k + v_k, \quad v_k \sim \mathcal{N}(0, Q_k) \]
   \[ w_k \sim \mathcal{N}(0, R_k). \]

The incremental cost of the nominal belief state is then
   \[ c(\hat{b}_k, a_k) = \text{Tr} \hat{P}_{k+1} = \sum_{i=1}^{N_{\text{targ}}} \text{Tr} \hat{P}^i_{k+1} \]
where \(N_{\text{targ}}\) is the number of targets.

B. Finite Horizon

In the guidance problem we are interested in long-term tracking performance. For the sake of exposition, if we idealize this problem as an infinite-horizon POMDP (ignoring the attendant technical complications), Bellman’s principle can be stated as
   \[ J_\infty^*(b_0) = \min_{\pi} \mathbb{E} \left[ \sum_{k=0}^{H-1} c(b_k, \pi(b_k)) + J_\infty^*(b_H) \right] \] (8)
for any \(H < \infty\). The term \(\mathbb{E}[J_\infty^*(b_H)]\) is the expected cost to go (ECTG) from the end of the horizon \(H\). If \(H\) represents the practical limit of horizon length, then (8) may be approximated in two ways:
   \[ J_\infty^*(b_0) \approx \min_{\pi} \mathbb{E} \left[ \sum_{k=0}^{H-1} c(b_k, \pi(b_k)) \right] \] (truncation)
   \[ J_\infty^*(b_0) \approx \min_{\pi} \mathbb{E} \left[ \sum_{k=0}^{H-1} c(b_k, \pi(b_k)) + \hat{J}(b_H) \right] \] (HECTG)
where \(\hat{J}\) represents a heuristic approximation to the ECTG. The first amount to ignoring the ECTG term, and is often the approach taken in the literature. The second replaces the exact ECTG with a heuristic approximation, typically a gross approximation that is quick to compute. To benefit from the inclusion of a heuristic ECTG (HECTG) term in the cost function for optimization, \(\hat{J}\) need only be a better estimate of \(J_\infty^*\) than a constant. Moreover, the utility of the approximation is in how well it rank actions, not in how well it estimates the ECTG. We develop a HECTG method for our problem in Section V-B.

V. SINGLE UAV CASE

We begin our assessment of a POMDP-based design with the simple case of a single UAV and two targets, where the two targets move along parallel straight-line paths. This is enough to demonstrate the qualitative behavior of the method. It turns out that a straightforward but naive implementation of the POMDP approach leads to performance problems, but these can be overcome by employing an approximate expected cost-to-go (ECTG) term in the objective together with a sufficiently long lookahead horizon.

A. Scenario Trajectory Plots

First we describe what is depicted in the scenario trajectory plots that appear throughout this section. See, for example, Figures 1 and 2. Each target location at each measurement time is indicated by a small colored dot (blue or red), which is admittedly difficult to see at the scale of the figures. The targets in most scenarios move in straight horizontal lines from left to right at constant speed. The track covariances are indicated by colored ellipses at each measurement time (again, blue or red); these are 1-sigma ellipses corresponding to the position component of the covariances, centered at the mean track position.

The UAV trajectory is plotted as a thin black line, with an arrow periodically. Large X’s appear on the tracks that are
synchronized with the arrows on the UAV trajectory, to give a sense of relative positions at any time.

Finally, occlusions are indicated by thick light-green lines. When the line of sight from a sensor to a target intersects an occlusion, that target is not visible from that sensor. This is a crude model of buildings or walls that block the visibility of certain areas of the ground from different perspectives. It is not meant to be realistic, but serves to illustrate the effect of occlusions on the UAV guidance algorithm.

B. Weighted Trace Penalty

Following the NBO procedure, our first design for guiding the UAV optimizes the cost function (7) within a receding horizon approach, issuing only the command \( a_0 \) and re-optimizing at the next step. In the simplest case, the policy is a myopic one: choose the next action that minimizes the immediate cost at the next step based on current state information. This is equivalent to a receding horizon approach with \( H = 1 \) and no ECTG term. The behavior of this policy in a scenario with two targets moving at constant velocity along parallel paths is illustrated in Figure 1. For this scenario, the behavior with \( H > 1 \) (applying NBO) is not qualitatively different. However, it is easy to see that if occlusions were introduced, some lookahead (e.g., longer planning horizon) would be necessary to anticipate the loss of observations. In this case, the simple myopic policy would be suboptimal. This is illustrated in Figure 2, where there are two horizontal walls separating the targets in such a way that the myopic policy does not ever visit the top target (resulting in ever growing track covariance ellipses). So in general we will need to use \( H > 1 \) and also an approximation to the ECTG term (which we call HECTG), described next.

In our tracking application, a heuristic way to represent the ECTG is in the growth of the covariance of the track on an occluded target while it remains occluded. We estimate this growth by a weighted trace penalty (WTP) term, which is a product of the current covariance trace and the minimum distance to observability (MDO) for a currently occluded target, a term we define precisely below. With the UAV moving at a constant speed, this is roughly equivalent to a scaling of the trace by the time it takes to observe the target. When combined with the trace term that is already in the cost function, this amounts to an approximation of the track covariance at the time the target is finally observed. More accurate approximations are certainly possible, but this simple approximation is sufficient to achieve the desired effect.

Specifically, the ECTG term using the WTP has the form

\[
J(b) = J_{\text{WTP}}(b) := \gamma D(s, \xi^i) \text{Tr} P^i, \tag{9}
\]

where \( \gamma \) is a positive constant, \( i \) is the index of the worst occluded target, \( i = \arg\max_{i \in I} \text{Tr} P^i \) with \( I = \{ i \mid \xi^i \text{ invisible from } s \} \), and \( D(s, \xi) \) is the MDO, i.e., the distance from the sensor location given by \( s \) to the closest point \( p^\text{MDO}(s, \xi) \) from which the target location given by \( \xi \) is observable. Figure 3 is a simple illustration of the MDO concept. Given a single rectangular occlusion, \( p^\text{MDO}(s, \xi) \) and \( D(s, \xi) \) can be found very easily. Given multiple rectangular occlusions, the exact MDO is cumbersome to compute, so we use a fast approximation instead. For each rectangular occlusion \( j \), we compute \( p^\text{MDO}_j(s, \xi) \) and \( D_j(s, \xi) \) as if \( j \) were the only occlusion. Then we have \( D(s, \xi) \geq \max_j D_j(s, \xi) > 0 \) whenever \( \xi \) is occluded from \( s \), so we use \( \max_j D_j(s, \xi) \) as a generally suitable approximation to \( D(s, \xi) \).

The reason a worst-case among the occluded targets is selected, rather than including a term for each occluded target, is that this forces the UAV to at least obtain an observation on one target instead of being pulled toward two separate targets and possibly never observing either one. The true ECTG certainly includes costs for all occluded targets. However, given that the ECTG can only be approximated, the quality of the approximation is ultimately judged by whether it leads to the correct ranking of action plans within the horizon, and not by whether it closely models the true ECTG value. We claim that by applying the penalty to only the worst track covariance, the chosen actions are closer to the optimal policy than what would result by applying the penalty to all occluded tracks.

For convenience, let \( WTP(H) \) denote the procedure of optimizing the NBO cost function with horizon length \( H \) plus the WTP estimate of the ECTG:

\[
\min_{a_0, \ldots, a_{H-1}} H-1 \sum_{k=0}^{H-1} c(\hat{b}_k, a_k) + J_{\text{WTP}}(\hat{b}_H). \tag{10}
\]
VI. MULTIPLE UAV CASE

As it stands, the procedure developed for the single UAV case is ill-suited to the case of multiple UAVs, because the WTP is defined with only a single sensor in mind. We develop an extension of the WTP to multiple sensors here (called MWTP), and apply this extension to a new scenario to demonstrate the coordination of two sensors.

A. Extension of WTP

A slight modification of the WTP defined in (9) can certainly be used as an ECTG in scenarios with more than one sensor, e.g.,

\[
\hat{J}(b) = \gamma \min_j D(s^i, \xi^i) \text{Tr} P^i
\]

where \(s^i\) is the state of sensor \(j\). However, this underutilizes the sensors, because only one sensor can affect the ECTG. One would like the ECTG to guide two sensors toward two separate occluded targets if it makes sense to do so. On the other hand, if one sensor can “cover” two occluded targets efficiently, there is no need to modify the motion of a second sensor. The problem, therefore, is to decide which sensor will receive responsibility for each occluded target.

It is natural to assign the “nearest” sensor to an occluded target, i.e., the one that minimizes the MDO as in (11). However, to account for the effect of previous assignments to that sensor, the MDO should not be measured along a straight line directly from the starting position of the sensor, but rather, along the path the sensor takes while making observations on previously assigned targets. In the spirit of the WTP for a single sensor, it is assumed that if multiple occluded targets are assigned to a sensor, the most uncertain track (the one with the highest covariance trace) is the one that appears in the WTP and governs the motion of the sensor, until the target is actually observed; then, the next most uncertain track appears in the WTP, and so on. So, roughly speaking, the sensor makes observations of occluded targets in order of decreasing uncertainty.

Therefore, a multiple weighted trace penalty (MWTP) term is computed according to the following procedure:

1) Find the set of targets occluded from all sensors, and sort in order of decreasing \(\text{Tr} P^i\).
2) Set \(\hat{J} = 0\) and \(D_j = 0\) for each sensor \(j\).
3) For each occluded target \(i\) (in order):
   a) Find \(j = \arg\min_j \{D_j + D(s^i, \xi^i)\} \).
   b) If \(D_j = 0\) then set \(\hat{J} \leftarrow \hat{J} + \gamma D(s^j, \xi^j) \text{Tr} P^i\).
   c) Set \(D_j \leftarrow D_j + D(s^j, \xi^j)\) and \(s^j \leftarrow p^{\text{MWTP}}(s^j, \xi^j)\).

This procedure is an approximation in several respects. First, it ignores the motion of the targets in the interval of time it takes the sensor to move from one \(p^{\text{MWTP}}\) location to the next. Second, it ignores the dynamic constraints of the UAVs. The total distance is computed by a greedy, suboptimal algorithm. None of these deficiencies is insurmountable, but for the purpose of a quick heuristic ECTG for ranking action plans, this MWTP is sufficient.

B. Coordinated sensor motion

Figures 5–7 show snapshots of a scenario illustrating the coordination capability of the guidance algorithm using the MWTP from the previous section as an ECTG term. There are three targets (red, blue, and black) and two sensor UAVs (black and green).

Initially, the three targets are divided into two regions by an occlusion, and one sensor covers each region. At this point \(H = 1\) is a sufficient horizon. Then the black target heads down and crosses two occlusions to enter the bottom region. In response, the green UAV chases the downward-bound target, while the black UAV moves to cover both upper regions—the sensors coordinate to maximize coverage of the targets. Figure 6 plots the UAV motion plans at the moment the planner decides to chase the downward-bound target. A large black X marks the spot from which the green sensor expects to first see the black target. Generally, the longer the planning horizon, the earlier the UAVs react to the downward-bound target, and the less time any target remains unseen by a sensor.

Unlike the previous scenarios, this scenario features random target motion as well as random measurement noise. This allows a broader comparison of performance among different planning algorithms. Figure 8 shows a plot of the empirical cumulative distribution function (CDF) of the average tracking performance of six algorithms: \(H = 1\) with no ECTG term, MWTP(1), MWTP(3), MWTP(4), MWTP(5), and MWTP(6). The plot shows that use of the approximate ECTG produces substantially better performance. Without it, one of the targets (usually the downward-bound one) is ignored when it becomes occluded. There is no statistically significant difference among the performance curves for MWTP(1) to MWTP(6). The main observation here is simply that in all cases MWTP significantly outperforms the pure myopic policy lacking ECTG.
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