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Abstract—This document presents the design of a hierarchical control to regulate the oxygen excess ratio of a fuel cell. The master controller calculates the necessary air flow to stabilize the oxygen excess ratio at a fixed set point. A nonlinear model based predictive controller (NMPC) using a Volterra series model is used as a master controller. The slave controller, a nonlinear PI, uses the reference of the air flow calculated by the master controller to stabilize the air flow in the compressor and allows reference tracking. The proposed control strategy is applied to a full nonlinear model of a fuel cell in which simulations are carried out.

I. INTRODUCTION

Fuel cells represent today the most efficient and clean way to convert energy chemically stored in fuel to electric energy. Furthermore, fuel cells provide the possibility of decentralized energy generation and allow mobile applications [1]. As a result of the continuously increasing demand for electric energy and emission regulations, the interest in fuel cells has augmented considerably. Of special interest are the fuel cells using a Proton Exchange Membrane (PEM) due to their high power density and the low operating temperature in comparison with other types of fuel cells [2].

For an efficient use of fuel cells it is necessary to control the air and hydrogen feed, the flow volumes and pressures as well as the water produced by the chemical reaction. During transitions the feed of the fuel cell has to be controlled to maintain temperatures, hydration of the membrane and partial pressures of the reactants in a suitable level to avoid membrane degradation and to maintain system’s efficiency.

The principal control purpose of this work is to stabilize the oxygen excess ratio. Therefore the control acts over the oxygen inflow in order to supply an adequate amount of oxygen to the chemical reaction in the fuel cell stack. The reaction has to supply the electric current requested to the fuel cell by external consumers. Numerous control strategies have been proposed in order to approach the mentioned problem, containing dynamic feed-forward [3], LQR (linear quadratic regulator) [3] neural networks [4], robust control [5] and predictive control [6]. Various control configurations to regulate the oxygen excess ratio are presented in [7].

This document presents the design of a hierarchical control to regulate the oxygen excess ratio of a fuel cell. A nonlinear predictive controller based on a Volterra series model is used as a master controller. The master controller calculates the necessary air flow in the compressor which is used as a reference for the slave controller. The slave controller consists of a nonlinear PI allowing to track the reference calculated by the master controller. This work is arranged in the following way: the general functionality of a fuel cell and the nonlinear model used to carry out simulations are explained in section 2. In section 3 the design of the nonlinear PI and the predictive controller are shown. The designed control strategy is applied to the model of a fuel cell and its simulation results are shown in section 4. Finally, in section 5, the conclusions derived from the application of the designed control strategy are presented.

II. FUEL CELL

The fuel cell model used in this document is a PEM fuel cell using hydrogen and oxygen from ambient air as fuel and oxidation medium, respectively. The hydrogen, stored in a tank, enters the stack on the anode side with a constant pressure. On the other side, the compressor aspirates environmental air and supplies it to the stack on the cathode side (see Fig. 1). The hydrogen reaching the catalyst anode is divided in protons and electrons of which the protons pass through the membrane towards the cathode. Due to the electric isolation of the membrane the electrons cannot pass through the membrane and are forced through an external circuit generating electric energy. In the cathode, the oxygen molecules, the electrons and the protons react and form water as a residual [3]:

$$O_2 + 4H^+ + 4e^- \Rightarrow 2H_2O$$

One of the control objectives of fuel cells is the regulation of the oxygen excess ratio which is defined as follows:

$$\lambda_{O_2} = \frac{W_{O_2, supply}}{W_{O_2, reaction}}$$
TABLE I
EQUATIONS OF THE NONLINEAR MODEL [8]

\[ \dot{x}_1 = c_1(-\chi + x_4) - \frac{c_1 x_1}{c_4 x_1 + c_5 x_2 + c_6} - c_7 w \]

\[ \dot{x}_2 = c_6(-\chi + z_4) - \frac{c_6 x_2}{c_4 x_1 + c_5 x_2 + c_6} \]

\[ \dot{x}_3 = c_3 x_3 - \frac{c_10}{c_3} \left( \frac{x_4}{c_4} \right)^{c_12} - \frac{1}{c_3} \left( h_{y_3}(x_3, x_4) + c_13 u \right) \]

\[ \dot{x}_4 = c_{14} \left( 1 + c_{15} \left( \frac{x_4}{c_4} \right)^{c_12} - 1 \right) \left( h_{y_3}(x_3, x_4) - c_{16}(-\chi + x_4) \right) \]

\[ \chi = x_1 + x_2 + x_2 \]

\[ \alpha = \begin{cases} c_{17} \left( \frac{x_1}{c_20} \right) \sqrt{1 - \frac{x_1^{c_{18}}}{c_20}}, & \text{if } \frac{x_1}{c_20} > c_{19} \\ c_{20}(x), & \text{if } \frac{x_1}{c_20} \leq c_{19} \end{cases} \]

\[ z_1 = h_{y_1}(x_1, x_2) w - c_{21} u (u - c_{22} x_3) \]

\[ z_2 = \frac{c_{23} x_4}{c_24} w \]

\[ c_i = \text{dct}, \quad i = 1, \ldots, 24 \]

with \( W_{O_2, supply} \) denoting the oxygen supplied to the stack by the air flow and \( W_{O_2, reaction} \) representing the oxygen consumed by the chemical reaction. A value of \( \lambda_{O_2} < 1 \) can physically harm the fuel cell as a consequence of starvation. Another control aim of fuel cells is to obtain a high net power. Both objectives can be reached regulating the air supply to the cathode. In the used model, the only control input is the voltage which allows the manipulation of the air flow through compressor and, as a consequence, the oxygen supply to the cathode. The stack current, depending on external consumers, has a big influence on the oxygen excess ratio and represents a measurable disturbance.

A. Nonlinear model

The nonlinear model of the fuel cell used in this work is the 4 states nonlinear model presented in [8]. Temperature and humidity effects are not considered because of their slow dynamics in comparison with the dynamics of the air flow and the chemical reaction of oxygen. Besides, an ideal controller of the hydrogen pressure is assumed which allows a fuel supply with a constant pressure. The model equations can be seen in Table I and the constants are summarized in Table II. The physical parameters for the 75 kW fuel cell, used as a simulation model in this work, can be seen in the publications [8], [9].

The four states \( x = [x_1, x_2, x_3, x_4] \) represent the partial pressures of oxygen and nitrogen in the cathode channel, the angular velocity of the compressor and the air pressure in the supply manifold, respectively. The system input \( u = v_{cm} \) is the compressor motor voltage which allows the manipulation of the air feed and, as a consequence, the oxygen supplied to the fuel cell stack. The measurable disturbance \( w = I_{st} \) represents the current in the fuel cell stack. The system output \( y = [y_1, y_2, y_3, y_4] \) is the current in the stack \( y_1 = h_{y_1} \), the air pressure in the supply manifold \( y_2 = x_4 \), the air flow in the compressor \( y_3 = h_{y_3} \) and the angular speed of the compressor motor \( y_4 = x_4 \), respectively. For further details on the functions \( h_{y_1}, y h_{y_3} \) see the publications [1], [3].

Furthermore, the mathematical model uses the performance variable \( z = [z_1, z_2] \) with \( z_1 \) as net power and \( z_2 \) as oxygen excess ratio.

The control objective in this work is the stabilization of the oxygen excess ratio in a value of \( z_2^{ref} = 2 \) in order to guarantee a high net power and to avoid a possible damage of the fuel cell as a result of starvation. As the net power reaches its maximum when the oxygen excess ratio is close to \( z_2 = 2 \) (see Fig. 2) the proposed strategy does not control separately the net power.

III. CONTROL DESIGN

This section presents the design of the hierarchical control strategy (master–slave) in which the master controller calculates the necessary reference for the air flow \( y_3^{ref} \) to obtain an oxygen excess ratio of \( z_2^{ref} = 2 \). The slave controller manipulates the compressor motor voltage \( u = v_{cm} \) in order to obtain a compressor air flow of \( y_3 = y_3^{ref} \). The slave controller, a nonlinear PI published in [10], guarantees global stability. As a master controller a nonlinear predictive controller based on a second order Volterra series model is taken in consideration. The hierarchical control strategy allows the use of a very fast slave controller which is not linked to the sampling time of the master controller.
means that the slave controller could act several times in one sampling period of the master.

A. Slave controller – nonlinear PI

In first place, the slave controller that deals with the motor voltage \( v_{cm} \) in order to control the air flow \( y_3 \) is designed. The air flow \( y_3(x_3, x_4) \) is strongly nonlinear [8] and depends on the supply manifold pressure \( (y_2 = x_4) \) and the angular motor velocity \( (y_1 = x_3) \). In order to guarantee stability and to consider the nonlinear character of the air flow, the nonlinear PI control presented in [10], has been chosen (see Fig. 3).

In order to apply this type of control, the derivative of the controlled output must have the following structure:

\[
\dot{y} = \phi(y) + u
\]

satisfying the condition \( 0 \leq \phi(y) < 1 \). The control action and the integral part of the nonlinear PI control are defined as [10]:

\[
\begin{align*}
\dot{u} &= \beta (\beta_P(y) + \beta_I(y)) \\
\dot{\beta}_I &= w_I(y)
\end{align*}
\]

\[ (2) \]

In a first step, for the development of an adequate controller the desired system’s dynamics \( \dot{y} = -\lambda y \) have to be chosen. Defining the signal

\[
\chi = \beta_P(y) + \beta_I(y)
\]

the system has the following dynamical behavior in closed loop:

\[
\dot{\chi} = -\lambda \chi + \beta(\chi, y) + \lambda y
\]

With the close loop dynamics (4), it is necessary to find possible functions \( \beta_P, w_I \) and \( \beta \) to guarantee the two conditions:

(I) for every \( y \) exists (at least) one solution \( \chi_y \) for the algebraic equation

\[
\phi(y) + \beta(\chi_y, y) + \lambda y = 0
\]

(II) \( \chi(t) \) converges asymptotically to \( \chi_y \).

A solution fulfilling conditions (I) and (II) and, as a consequence, guaranteeing global stabilization for \( \phi_m \leq \phi(y) \leq \phi_m \), is presented in [10]. The proposed nonlinear PI has the form:

\[
\beta = \dot{y}^{ref} - \lambda \dot{y} - \phi_m - \frac{\phi_M - \phi_m}{1 + e^{-(\beta_P + \beta_I)/y}}
\]

\[ (5) \]

with the tracking error \( \tilde{y} = y - y^{ref} \). The proportional parameter \( \beta_P \) and the integral parameter \( \beta_I = w_I(y) \) are defined as [10]:

\[
\beta_P = \frac{1}{2} y^2, \quad w_I(y) = \lambda y^2
\]

\[ (6) \]

Using the definition of \( y_3 = h_{y_3}(x_3, x_4) = h_{y_3}(y_4, y_2) \) [1] it is impossible to express the derivative \( \dot{y}_3 \) in the necessary form (1). For that reason the air flow \( h_{y_3} \) has been approximated with the following equation:

\[
h^{apr}_{y_3} = \frac{y_4^{max} y_4}{y_4^{max}} \left(1 - \exp \left(\frac{-y_{min}^3}{y_{min}^3 + s - y_4^3} \right) \right)
\]

\[ (7) \]

with \( r = 15, \ q = 462.25 \text{rad}^2/(s^2 \text{Pa}), \ y_4^{max} = 115000 \text{rad}/s, \ y_2^{min} = 50000 \text{Pa}, \ s = 1000000 \text{Pa} \ y y_4^{max} = 0.0975 \text{kg}/s \). Fig. 4 shows the original function and the approximation of the compressor air flow, respectively.

With the approximation (7) the derivative can be written as:

\[
\dot{y}_3 = \phi(y) + m(y)u = \phi(y) + \nu
\]

with \( 0 \leq \phi(y) < \infty \ y m(y) > 0 \). This way, the derivative (8) allows the design of a nonlinear PI controller as described in [10]. In order to avoid chattering a new parameter \( \delta \) is included in the control law (5):

\[
\nu = y_3^{ref} - \lambda \dot{y}_3 - \phi_m - \frac{\phi_M - \phi_m}{1 + e^{-(\beta_P + \beta_I)/(y_3 + \delta)}}
\]

\[ (8) \]

with

\[
\delta = \begin{cases} 
\varepsilon & \text{if } \tilde{y}_3(t) > -\varepsilon, \exists t_0 < t \ 	ext{s.t.} \\
-\varepsilon & \text{if } \tilde{y}_3(t) \leq \varepsilon, \exists t_0 < t \ 	ext{s.t.} \\
\tilde{y}_3(t) \geq \varepsilon \text{ and } \tilde{y}_3(\tau) > -\varepsilon, \forall \tau \in [t_0, t] \\
\end{cases}
\]

and the regulation error tolerance \( \varepsilon > 0 \). Then, according to (8) and (8), the control action has the following form:

\[
u m(y)
\]

(9)

B. Master controller – nonlinear MPC

In second place the master controller to calculate the reference for the nonlinear PI is designed. Fig. 5 shows the relation between the oxygen excess ratio \( \lambda \), stack current \( I_{st} \) and compressor motor voltage \( v_{cm} \). As can be seen, the oxygen excess ratio is strongly nonlinear for a low stack current. To consider the nonlinearity of the system and to allow an operation of the fuel cell over a wide range of
values for the stack current, a nonlinear predictive control based on a Volterra series model has been chosen.

As the used system is a stable fading memory system, it can be approximated by finite Volterra series models [11]. Defining the output \( y = \lambda \), the input \( u = v_c \) and the disturbance \( w = I_{st} \), the truncated second order model can be expressed as follows:

\[
y_k = h_0 + \sum_{i=1}^{N_{u1}} a_{u,i} u_{k-i} + \sum_{i=1}^{N_{u2}} \sum_{j=i}^{N_{w2}} b_{u,i,j} u_k u_{k-j}
+ \sum_{i=1}^{N_{w1}} a_{w,i} w_{k-i} + \sum_{i=1}^{N_{w2}} \sum_{j=i}^{N_{w2}} b_{w,i,j} w_{k-i} w_{k-j} \quad (10)
\]

with \( h_0, a_u, b_u, a_w \) and \( b_w \) denoting the offset, the linear and second order parameters of the input and the disturbance, respectively. The parameters \( N_{u1}, N_{u2}, N_{w1}, N_{w2} \) represent the truncation order for the corresponding parameters.

A very common input signal for linear model parameter identification is the pseudo random binary sequence (PRBS). In an analogous way, for the parameter identification of a nonlinear model a pseudo random multilevel sequence (PRMS) is used [12]. In order to collect suitable data, a PRMS was applied to the input of the system (fuel cell model + nonlinear PI). Furthermore, several changes in the disturbance were simulated. To obtain a wider range of data, values of \( w = I_{st} = \{100, 180, 260\} \) A for the disturbance were used. The values for the input \( u = v_c \) are chosen in such a way that the resulting output \( y = \lambda \) lies in an interval of \( y = [1.3, 3] \).

With the input–output data from the simulation, the parameter identification for nonlinear Volterra model was carried out by means of the least squares method. With a sampling time of \( t_m = 0.05 \) s it was observed that the effect of a disturbance change is instantaneous. In contrast, after a modification of the input the system needs 40 sampling steps (2 seconds) to reach steady state. Finally, the model was identified with the truncation orders: \( N_{u1} = 40, N_{u2} = 20, N_{w1} = 1 \) and \( N_{w2} = 1 \). The results of a second simulation were used to verify the identified model and to avoid a possible overparametrization. Both the results of the identification and the verification are shown in Fig. 6. The linear and second order parameters of the input are shown in Fig. 7.

Finally, with the identified nonlinear model the control law for the NMPC is defined. The nonlinear model prediction in matrix form is defined as:

\[
y = G_u u + c + f_u \quad (11)
\]

being \( y \) the vector of predicted system output along the horizon used in the later described cost function (14). The terms \( G_u u \) and \( f_u \) represent the linear and nonlinear part dependent on the future input, respectively. Note that the nonlinearity \( f_u \) is additive and therefore is included in the output as a new term. The vector

\[
c = H_u u_{pas} + g_u + H_w w_{pas} + G_w w + g_w + f_w + d \quad (12)
\]

contains all the terms not depending on the current or future control actions. The matrices \( H_u \) and \( H_w \) denote the linear part of the past input and past disturbance, respectively. The matrix \( G_w \) correspond to the linear part of the future disturbance values. The vectors \( u \) and \( u_{pas} \) contain the
future and past values of the control action and \(w\) and \(w_{pas}\) are the corresponding vectors for the disturbance. The future values of the disturbance are supposed to be constant, i.e. \(w = [w(k), w(k), \ldots, w(k)]^T\). The vector \(d = [d(k), d(k), \ldots, d(k)]^T\) contains the difference between the process output and the estimated model output at instant \(k\). The future–future and future–past terms of the input and the disturbance are represented by the vectors \(f_u\) and \(f_w\), respectively. In analogous way, \(g_u\) and \(g_w\) contain the past–past terms of input and disturbance. A detailed description of the matrices \(G_u\), \(H_u\), \(G_w\) and \(H_w\) as well as how to calculate the vectors \(f_u\), \(f_w\), \(g_u\) and \(g_w\) can be found in Doyle et al. [14].

To consider the increments of the control action in the functional cost of the control law, (11) has to be transformed in a way that it depends on the increments of the control action \(y = y(u) \rightarrow y = y(\Delta u)\). Therefore, the following transformation using (11) and (12) has been made [13]:

\[
y = G_u u + c + f_u = G_u L \Delta u + (H_u + G_u L_i) u_{pas} + g_u + \ldots
\]

\[
= G_u L \Delta u + G_u w_{pas} + G_w w + f_w + d + f_u
\]

\[
= G_u L \Delta u + c^* + f_u
\]

(13)

with \(L\) being a lower triangular matrix and \(L_i\) a matrix with ones in the first column and zeros in the other columns. For a detailed description of the transformation see [13].

Now, with the transformed nonlinear model, the cost function of the predictive control can include the increments in the control action

\[
J = \sum_{i=1}^{N} (y(k+i) - r(k+i))^2 + \sum_{i=0}^{M-1} \theta \Delta u(k+i)^2
\]

(14)

where \(r(k)\) and \(\theta\) represent the output reference in instant \(k\) and the weighting function of the increments in the control action, respectively.

With the previous representation of the nonlinear model (13) and the cost function (14), an iterative approach to calculate the control action has been chosen. This approach, presented by Doyle et al. [14], represents an unconstrained NMPC. The scheme to calculate the control action is the following:

- **Step 1**: Set \(i = 1\)
- **Step 2**: Solve the unconstrained least squares control problem

\[
a = \left( (r - c^* - f_u)^T G_u^* \right)^T
\]

\[
\Delta u = (G_u^T G_u^* + \lambda I)^{-1} a
\]

(15, 16)

- **Step 3**: Verify if the first element of the calculated \(\Delta u\) satisfies the desired tolerance \(\delta\) in condition

\[
|\Delta u^{(i)}(k) - \Delta u^{(i-1)}(k)| < \delta
\]

(17)

- **Step 4**: If the previous condition is satisfied, set \(\Delta u(k) = \Delta u^{(i)}(k)\) and calculate the new control action with \(u_p(k) = u_{pas}(k-1) + \Delta u(k)\) as

\[
u(k) = \begin{cases} u_{min} & \text{if } u_p(k) < u_{min} \\ u_p(k) & \text{otherwise} \\ u_{max} & \text{if } u_p(k) > u_{max} \end{cases}
\]

(18)

being \(u_{min}\) and \(u_{max}\) the lower and upper bound for the control action, respectively. If the previous condition is not satisfied, recalculate \(f_u\) using

\[
u = u_{pas}(k-1) \cdot 1 + L \Delta u
\]

(19)

with \(L\) a column vector with all entries equal to 1 and \(L\) a lower triangular matrix. Set \(i = i + 1\) and return to step 2.

As can be seen in step 4, in case of failure to fulfill the convergence condition, in every iteration the future second order term \(f_u\) is calculated with the vector of control actions \(u\) calculated in the current iteration. During the iteration, the term \(f_u\) is held constant and a new vector of control actions \(u\) is calculated. This procedure is repeated until the difference between two vectors of control actions satisfies the convergence condition.

**IV. RESULTS**

The control strategy presented was applied to the nonlinear model of the fuel cell (see Fig. 8). Several simulations were carried out in order to check the performance of the designed control scheme. Fig. 9 shows the simulation results with several steps in the disturbance. It can be seen that the applied control strategy compensates rapidly and with few oscillation the errors in the oxygen excess ratio. The nonlinear predictive controller shows a fast reaction and calculates a new reference for the compressor air flow. With the reference, the nonlinear PI computes finally the necessary system input \(u_{cm}\). Furthermore the figure shows that the nonlinear predictive controller needs between 1 (steady state) and 12 (after a step in the disturbance) iterations to meet the convergence condition. The average computational time for the nonlinear control strategy (NMPC+ nonlinear PI) to resolve the optimization problem in one sampling instant is 14.7 ms, allowing the calculation of the control law within one sampling period (sampling time: 50 ms).
presented. The slave controller, a nonlinear PI, allows reference tracking of the compressor air flow. As a master controller a nonlinear predictive controller based on a second order Volterra series model was used. The master controller calculates the reference for the subordinated nonlinear PI with the objective to cancel the disturbance effects.

With the help of a nonlinear model of a fuel cell the behaviour of the hierarchical controller has been verified in simulations. The simulation results show that the hierarchical controller stabilizes the oxygen excess ratio in the desired value and reacts in a fast and efficient form to errors due to disturbances. The results have shown that the nonlinear PI is a good election to control strongly nonlinear systems and allows a fast reference tracking.

The comparison between the two control strategies (NMPC + nonlinear PI, NMPC + linear PI) showed that the strategy with the nonlinear PI stabilizes the oxygen excess ratio over a wide range of disturbance values presenting practically the same behaviour independently of the operation point.
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Fig. 9. Simulation results with step in the disturbance. From top to bottom: oxygen excess ratio, stack current, compressor motor voltage, compressor air flow and necessary iterations to solve optimization problem.

Fig. 10. Comparison of simulation results obtained with a linear and the nonlinear predictive control.

V. CONCLUSIONS

In this work the design of a hierarchical controller to control the oxygen excess ratio of a fuel cell has been...