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Abstract—Even though many consensus protocol algorithms have been developed over the last several years in the literature, robustness properties of these algorithms involving nonlinear dynamics have been largely ignored. Robustness here refers to sensitivity of the control algorithm achieving semistability and consensus in the face of model uncertainty. In this paper, we develop robust control algorithms for network consensus protocols with information model uncertainty of a specified structure. In particular, we construct homogeneous control protocol functions that scale in a consistent fashion with respect to a scaling operation on an underlying space with the additional property that the protocol functions can be written as a sum of functions, each homogeneous with respect to a fixed scaling operation, that retain system semistability and consensus.

I. INTRODUCTION

Due to advances in embedded computational resources over the last several years, a considerable research effort has been devoted to the control of networks and control over networks. Network systems involve distributed decision-making for coordination of networks of dynamic agents involving information flow enabling enhanced operational effectiveness via cooperative control in autonomous systems. These dynamical network systems cover a very broad spectrum of applications including cooperative control of unmanned vehicles (UAV's) and autonomous underwater vehicles (AUV's) for combat, surveillance, and reconnaissance; distributed reconfigurable sensor networks for managing power layers of wireless networks; air and ground transportation systems for air traffic control and payload transport and traffic management; swarms of air and space vehicle formations for command and control between heterogeneous air and space vehicles; and congestion control in communication networks for routing the flow of information through a network.

To enable the applications for these multiagent systems, cooperative control tasks such as formation control, rendezvous, flocking, cyclic pursuit, cohesion, separation, alignment, and consensus need to be developed [1–3]. To realize these tasks, individual agents need to share information of the system objectives as well as the dynamical network. In particular, in many applications involving multiagent systems, groups of agents are required to agree on certain quantities of interest. Information consensus over dynamic information-exchange topologies guarantees agreement between agents for a given coordination task. Distributed consensus algorithms involve neighbor-to-neighbor interaction between agents wherein agents update their information state based on the information states of the neighboring agents. A unique feature of the closed-loop dynamics under any control algorithm that achieves consensus in a dynamical network is the existence of a continuum of equilibria representing a state of consensus. Under such dynamics, the limiting consensus state achieved is not determined completely by the dynamics, but depends on the initial state as well.

In systems possessing a continuum of equilibria, semistability, and not asymptotic stability is the relevant notion of stability [4], [5]. Semistability is the property whereby every trajectory that starts in a neighborhood of a Lyapunov stable equilibrium converges to a (possibly different) Lyapunov stable equilibrium. Semistability thus implies Lyapunov stability, and is implied by asymptotic stability. From a practical viewpoint, it is not sufficient to only guarantee that a network converges to a state of consensus since steady state convergence is not sufficient to guarantee that small perturbations from the limiting state will lead to only small transient excursions from a state of consensus. It is also necessary to guarantee that the equilibrium states representing consensus are Lyapunov stable, and consequently, semistable. References [2], [3] build on the results of [4], [5] and give semistable stabilization results for nonlinear network dynamical systems.

Even though many consensus protocol algorithms have been developed over the last several years in the literature (see [1–3], [6] and the numerous references therein), and some robustness issues have been considered [1], [7], [8], robustness properties of these algorithms involving nonlinear dynamics have been largely ignored. Robustness here refers to sensitivity of the control algorithm achieving semistability and consensus in the face of model uncertainty. In this paper, we build on the results of [2] to develop robust control algorithms for network consensus protocols with information model uncertainty of a specified structure. In particular, we construct homogeneous control protocol functions that scale in a consistent fashion with respect to a scaling operation on an underlying space with the additional property that the protocol functions can be written as a sum of functions, each homogeneous with respect to a fixed scaling operation, that retain system semistability and consensus.

II. MATHEMATICAL PRELIMINARIES

The notation used in this paper is fairly standard. Specifically, \( \mathbb{R} \) denotes the set of real numbers, \( \mathbb{R}^n \) denotes the set of nonnegative real numbers, \( \mathbb{R}^n \) denotes the set of \( n \times 1 \) real column vectors, \( \cdot^T \) denotes transpose, \( \cdot^\# \) denotes the group generalized inverse, and “\( \circ \)” denotes the composition operator. For \( A \in \mathbb{R}^{m \times n} \) we write \( rank A \) to denote the rank of \( A \). Furthermore, \( \partial S \) and \( S \) denote the boundary and the closure of the subset \( S \subseteq \mathbb{R}^n \), respectively. Finally, we write \( || \cdot || \) for the Euclidean vector norm and \( dist(p, M) \) for the smallest distance from a point \( p \) to the set \( M \), that is, \( dist(p, M) \triangleq \inf_{x \in M} ||p - x|| \).

In this paper, we consider nonlinear dynamical systems of
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$L_f V(x)$ is a homogeneous function of degree $l + k$. Finally, note that if $\nu$ and $f$ are continuously differentiable in a neighborhood of $x \in \mathbb{R}^n$, then (6) holds at $x$ for sufficiently small $t$ and $\tau$ if and only if $[\nu, f](x) = kf(x)$ in a neighborhood of $x \in \mathbb{R}^n$, where the Lie bracket $[\nu, f]$ of $\nu$ and $f$ can be computed using $[\nu, f] = \frac{\partial \nu}{\partial x} f - \frac{\partial f}{\partial x} \nu$.

III. SEMISTABILITY AND HOMOGENEOUS DYNAMICAL SYSTEMS

Homogeneity of dynamical systems is a property whereby system vector fields scale in relation to a scaling operation or dilation on the state space. In this section, we present a robustness result of a vector field that can be written as a sum of several vector fields, each of which is homogeneous with respect to a certain fixed dilation. First, however, we present a result that shows that a semistable homogeneous system admits a homogeneous Lyapunov function. This is a weaker version of Theorem 6.2 of [10] which considers asymptotically stable homogeneous systems.

Theorem 3.1 (22): Suppose $f : \mathbb{R}^n \to \mathbb{R}^n$ is homogeneous of degree $k \in \mathbb{R}$ with respect to $\nu$ and (1) is semistable under $\nu$. Then for every $l > \max \{-k, 0\}$, there exists a continuous homogeneous function $V : \mathbb{R}^n \to \mathbb{R}_+$ that is homogeneous of degree $l$ with respect to $\nu$, continuously differentiable on $\mathbb{R}^n \setminus f^{-1}(0)$, $V^{-1}(0) = f^{-1}(0)$, and $V'(x)f(x) < 0$ for $x \in \mathbb{R}^n \setminus f^{-1}(0)$.

Next, we state the main theorem of this section involving a robustness result of a vector field that can be written as a sum of several vector fields.

Theorem 3.2: Let $\nu = g_1 + \cdots + g_p$, where, for each $i = 1, \ldots, p$, the vector field $g_i$ is continuous, homogeneous of degree $m_i$ with respect to $\nu$, and $m_1 < m_2 < \cdots < m_p$. If every equilibrium point in $g_1^{-1}(0)$ is semistable under $g_1$ and is Lyapunov stable under $\nu$, then every equilibrium point in $g_1^{-1}(0)$ is semistable under $\nu$.

Proof. Let every point in $g_1^{-1}(0)$ be a semistable equilibrium under $g_1$. Choose $l > \max \{-m_1, 0\}$. Then it follows from Theorem 3.1 that there exists a continuous homogeneous function $V : \mathbb{R}^n \to \mathbb{R}_+$ of degree $l$ such that $V(x) = 0$ for $x \in g_1^{-1}(0)$, $V(x) > 0$ for $x \in \mathbb{R}^n \setminus g_1^{-1}(0)$, and $L_{g_1} V(x) = 0$ for $x \in g_1^{-1}(0)$ and $L_{g_2} V(x) < 0$ for $x \in \mathbb{R}^n \setminus g_1^{-1}(0)$. For each $i \in \{1, \ldots, p\}$, $L_{g_i} V(x)$ is continuous and homogeneous of degree $l - m_i > 0$ with respect to $\nu$. Let $x_\epsilon \in g_i^{-1}(0)$ and $U$ be a bounded neighborhood of $x_\epsilon$. Then it follows from Proposition 2.1 and Theorem 3.1 that there exist $c_1 > 0$, $c_2, \ldots, c_p \in \mathbb{R}$ such that

$$L_{g_i} V(x) \leq -c_i (V(x))^l + m_i = (V(x))^{l + m_i}, \quad x \in U, \quad i = 1, \ldots, p. \quad (7)$$

Hence, for every $x \in U$,

$$L_f V(x) \leq -\sum_{i=1}^{p} c_i (V(x))^{l + m_i} = (V(x))^{l + m_i} (-c_1 + U(x)), \quad (8)$$

where $U(x) \triangleq -\sum_{i=2}^{p} c_i (V(x))^{l + m_i}$.

Since $m_1 - m_i > 0$ for every $i \geq 2$, it follows that the function $U(\cdot)$, which takes the value 0 at the set $g_1^{-1}(0) \cup U$, is continuous. Hence, for $x_\epsilon \in g_1^{-1}(0)$, there exists an open neighborhood $V \subseteq U$ of $x_\epsilon$ such that $U(x) < c_1/2$. Now, it follows from (8) that $L_f V(x) \leq -\frac{c_1}{2} (V(x))^{l + m_1}, \quad x \in V$. Since $x_\epsilon$ is Lyapunov stable, it follows that one can find a bounded neighborhood $W$ of $x_\epsilon$ such that solutions in $W$ remain in $V$. Take an initial condition in $W$. The solution is bounded (remains in $U$), it follows from the Krasovskii-LaSalle invariance theorem that this solution converges to its compact positive limit set in $f^{-1}(0)$. Since all points in $f^{-1}(0)$ are Lyapunov stable, it follows from Proposition 5.4 of [4] that the positive limit set is a singleton involving a Lyapunov stable equilibrium in $f^{-1}(0)$. Since $x_\epsilon$ was chosen arbitrarily, it follows that all equilibria in $g_1^{-1}(0)$ are semistable.

IV. ROBUST CONTROL ALGORITHMS FOR NETWORK CONSENSUS PROTOCOLS

In this section, we apply the results of Section III to develop robust control algorithms for the consensus problem in dynamical networks [1]. The information consensus problem appears frequently in coordination of multiagent systems and involves finding a dynamic algorithm that enables a group of agents in a network to agree upon certain quantities of interest with directed information flow. In this paper, we use undirected and directed graphs to represent a nonlinear dynamical network and present solutions to the consensus problem for nonlinear networks with both graph topologies (or information flows) [1]. Specifically, let $\mathbf{G} = (\mathbf{V}, E, \mathbf{A})$ be a directed graph (or digraph) denoting the dynamical network (or dynamic graph) with the set of nodes (or vertices) $\mathbf{V} = \{1, \ldots, q\}$ involving a finite nonempty set denoting the agents, the set of edges $E \subseteq \mathbf{V} \times \mathbf{V}$ involving a set of ordered pairs denoting the direction of information flow, and an adjacency matrix $\mathbf{A} \in \mathbb{R}^{q \times q}$ such that $\mathbf{A}_{ij} = 1$, $i, j = 1, \ldots, q$, if $(j, i) \in E$, and 0 otherwise. The edge $(j, i) \in E$ denotes that agent $G_j$ can obtain information from agent $G_i$, but not necessarily vice versa. Moreover, we assume that $\mathbf{A}_{ii} = 0$ for all $i \in \mathbf{V}$. A graph or undirected graph $\mathbf{G}$ associated with the adjacency matrix $\mathbf{A} \in \mathbb{R}^{q \times q}$ is a directed graph for which the arc set is symmetric, that is, $\mathbf{A} = \mathbf{A}^T$. A graph $\mathbf{G}$ is balanced if $\sum_{j=1}^{q} \mathbf{A}_{ij} = \sum_{i=1}^{q} \mathbf{A}_{ij}$ for all $i = 1, \ldots, q$. Finally, we denote the value of the node $i \in \{1, \ldots, q\}$ at time $t$ by $x_i(t) \in \mathbb{R}$. The consensus problem involves the design of a dynamic algorithm that guarantees information state equipartition, that is, $\lim_{t \to \infty} x_i(t) = \alpha \in \mathbb{R}$ for $i = 1, \ldots, q$.

The consensus problem is a dynamic graph involving the trajectories of the dynamical network characterized by the multiagent dynamical system $G$ given by

$$\dot{x}_i(t) = \sum_{j=1, j \neq i}^{q} \phi_{ij}(x_i(t), x_j(t)), \quad (9)$$

where $x_i(0) = x_{i0}, \quad t \geq 0, \quad i = 1, \ldots, q$, or, in vector form,

$$\dot{x}(t) = f(x(t)), \quad x(0) = x_0, \quad t \geq 0, \quad (10)$$

where $x(t) \triangleq [x_1(t), \ldots, x_q(t)]^T, \quad t \geq 0$, and $f = [f_1(x), \ldots, f_q(x)] : \mathbf{D} \to \mathbb{R}^q$ is such that $f_i(x) = \sum_{j=1, j \neq i}^{q} \phi_{ij}(x_i, x_j)$, where $\mathbf{D} \subseteq \mathbb{R}^q$ is open. Here, $x_i(t), \quad t \geq 0$, represents an information state and $f_i(t) = u_i(t)$ is a distributed consensus algorithm involving neighbor-to-neighbor interaction between agents. This nonlinear model is proposed in [11] and is called a power balance equation. Here, however, we address a more general model in that $\phi_{ij}(\cdot, \cdot)$ has no special structure and $x$ need not be constrained to the nonnegative orthant of the state space. For the statement of the main results of this section the following definition is needed.
Definition 4.1 ([12]): A directed graph $G$ is strongly connected if for any ordered pair of vertices $(i, j)$, $i \neq j$, there exists a path (i.e., sequence of arcs) leading from $i$ to $j$.

Recall that $A \in \mathbb{R}^{q \times q}$ is irreducible, that is, there does not exist a permutation matrix such that $A$ is congruent to a lower-block triangular matrix, if and only if $G$ is strongly connected (see Theorem 2.7 of [12]).

Assumption 1: For the connectivity matrix $C \in \mathbb{R}^{q \times q}$ associated with the multiagent dynamical system $G$ defined by

$$C_{(i,j)} = \begin{cases} 0, & \text{if } \phi_{ij}(x) \equiv 0, \\ 1, & \text{otherwise}, \end{cases} \tag{11}$$

for $i \neq j$, $i, j = 1, \ldots, q$, and $C_{(i,i)} = -\sum_{k=1, k \neq i}^{q} C_{(i,k)}$, $i = 1, \ldots, q$, rank $C = q - 1$, and for $C_{(i,j)} = 1, i \neq j$, $\phi_{ij}(x_i, x_j) = 0$ if and only if $x_i = x_j$.

Assumption 2: For $i, j = 1, \ldots, q$, $(x_i - x_j)\phi_{ij}(x_i, x_j) \leq 0$, $x_i, x_j \in \mathbb{R}$.

For further details on Assumptions 1 and 2, see [11]. For the statement of the next result, let $e \in \mathbb{R}^{q}$ denote the ones vector of order $q$, that is, $e \triangleq [1, \ldots, 1]^{T}$.

Theorem 4.1 ([12]): Consider the multiagent dynamical system (10) and assume that Assumptions 1 and 2 hold. Then the following statements hold:

i) Assume that $\phi_{ij}(x_i, x_j) = -\phi_{ji}(x_j, x_i)$ for all $i, j = 1, \ldots, q$. Then for every $\alpha \in \mathbb{R}$, $\mathbf{ae}$ is a semistable equilibrium state of (10). Furthermore, $x(t) \to \frac{q}{q} e^{T}x_0$ as $t \to \infty$ and $\frac{q}{q} e^{T}x_{0}$ is a semistable equilibrium state.

ii) Let $\phi_{ij}(x_i, x_j) = C_{(i,j)}[\sigma(x_j) - \sigma(x_i)]$ for all $i, j = 1, \ldots, q$, $i \neq j$, where $\sigma(0) = 0$ and $\sigma(\cdot)$ is strictly increasing, and assume that $\mathbf{C}^T e = 0$. Then for every $\alpha \in \mathbb{R}$, $\mathbf{ae}$ is a semistable equilibrium state of (10). Furthermore, $x(t) \to \frac{q}{q} e^{T}x_0$ as $t \to \infty$ and $\frac{q}{q} e^{T}x_{0}$ is a semistable equilibrium state.

Theorem 4.1 implies that the steady-state value of the information state in each agent $g_i$ of the multiagent dynamical system $G$ is equal, that is, the steady-state value of the multiagent dynamical system $G$ given by $x_{\infty} = \frac{q}{q} e^{T}x_0 = \left[ \sum_{i=1}^{q} x_{i}(0) \right] e$ is uniformly distributed over all multiagents of $G$. This phenomenon is known as equipartition of energy [11] in system thermodynamics and information consensus or protocol agreement [1] in cooperative network dynamical systems.

Next, consider $q$ continuous-time integrator agents with dynamics

$$\dot{x}_i(t) = u_i(t), \quad x_i(0) = x_{i0}, \quad t \geq 0, \tag{12}$$

where for each $i \in \{1, \ldots, q\}$, $x_i(t) \in \mathbb{R}$ denotes the information state and $u_i(t) \in \mathbb{R}$ denotes the information control input for all $t \geq 0$. The consensus protocol is given by

$$u_i(t) = f_i(x(t)) = \sum_{j=1, j \neq i}^{q} \phi_{ij}(x_i(t), x_j(t)), \tag{13}$$

where $\phi_{ij}(\cdot, \cdot)$ satisfies the conditions in Theorem 4.1. Note that (12) and (13) describes an interconnected network where information states are updated using a distributed controller involving neighbor-to-neighbor interaction between agents. We assume that the vector field $f = [f_1, \ldots, f_q]$ is homogeneous of degree $k \in \mathbb{R}$ with respect to $\nu$. Finally, consider the generalized (or perturbed) consensus protocol architecture

$$\dot{z}_i(t) = \sum_{j=1, j \neq i}^{q} \phi_{ij}(z_i(t), z_j(t)) + \Delta_i(z), \quad z_i(0) = z_{i0}, \quad i = 1, \ldots, q, \quad t \geq 0, \tag{14}$$

where $\Delta = [\Delta_1, \ldots, \Delta_q]^T : \mathbb{R}^q \to \mathbb{R}$ is a continuous function such that $\Delta$ is homogeneous of degree $l \in \mathbb{R}$ with respect to $\nu$ and (14) possesses unique solutions in forward time for initial conditions in $\mathbb{R}^q \setminus \{\mathbf{oe} : \alpha \in \mathbb{R}\}$.

Theorem 4.2: Consider the nominal consensus protocol (12) and (13), and the generalized consensus protocol (14). If $\{\mathbf{oe} : \alpha \in \mathbb{R}\} = \Delta^{-1}(0)$, every equilibrium point in $\{\mathbf{oe} : \alpha \in \mathbb{R}\}$ is a Lyapunov stable equilibrium of (14), and $k < l$, then every equilibrium point in $\{\mathbf{oe} : \alpha \in \mathbb{R}\}$ is a semistable equilibrium of (12) and (13), and (14).

Proof. It follows from Proposition 5.1 of [2] that for every $\alpha \in \mathbb{R}$, $\mathbf{oe}$ is an equilibrium point of (12) and (13). Next, it follows from Theorem 4.1 that $\mathbf{oe}$ is a semistable equilibrium state of (12) and (13). Now, the result is a direct consequence of Theorem 3.2.

As a special case of Theorem 4.2, consider the nominal linear consensus protocol given by

$$\dot{x}_i(t) = \sum_{j=1, j \neq i}^{q} C_{(i,j)}[x_j(t) - x_i(t)], \quad x_i(0) = x_{i0}, \quad i = 1, \ldots, q, \quad t \geq 0, \tag{15}$$

where for each $i \in \{1, \ldots, q\}$, $x_i(t) \in \mathbb{R}$, and assume that $\Delta = [\Delta_1, \ldots, \Delta_q]^T$, $\Delta_i = \sum_{j=1, j \neq i}^{q} \delta_{ij}(z_i(t) - z_j(t))$, is homogeneous of degree $l > 0$ with respect to $\nu(x) = -\sum_{i=1}^{q} \sum_{j=1, j \neq i}^{q} (x_j - x_i) \frac{\partial}{\partial x_i}$, $i, j = 1, \ldots, q$, $i \neq j$.

Furthermore, assume $\delta_{ij} : \mathbb{R} \to \mathbb{R}$ satisfies $\delta_{ij} \equiv 0$ if $C_{(i,j)} = 0$, $\delta_{ij}(\lambda z) = \lambda^{l+r} \delta_{ij}(z)$ for all $\lambda > 0$ and for some $r > 0$, and $\delta_{ij}(z) = -\delta_{ji}(z)$ for $z \in \mathbb{R}$ and $i, j = 1, \ldots, q$, $i \neq j$.

Lemma 4.1: The vector field of (15) is homogeneous of degree $k = 0$ with respect to the semi-Euler vector field $\nu(x) = -\sum_{i=1}^{q} \sum_{j=1, j \neq i}^{q} (x_j - x_i) \frac{\partial}{\partial x_i}$.

Corollary 4.1: Consider the linear nominal consensus protocol (15) and the generalized nonlinear consensus protocol (16). Then every equilibrium point in $\{\mathbf{oe} : \alpha \in \mathbb{R}\}$ is a semistable equilibrium of (15) and (16). Furthermore, $z(t) \to \frac{q}{q} e^{T}z_0$ as $t \to \infty$ and $\frac{q}{q} e^{T}z_0$ is a semistable equilibrium state.

Proof. It follows from i) of Theorem 4.1 that $\mathbf{oe}$ is a semistable equilibrium of (15). Next, it follows from Lemma 4.1 that the right-hand side of (15) is homogeneous of degree $k = 0$ with respect to the semi-Euler vector field $\nu(x) = -\sum_{i=1}^{q} \sum_{j=1, j \neq i}^{q} (x_j - x_i) \frac{\partial}{\partial x_i}$. To show that
every point in \( \{\alpha e : \alpha \in \mathbb{R}\} \) is a Lyapunov stable equilibrium of (16), consider the Lyapunov function candidate given by

\[
V(z - \alpha e) = \frac{1}{2}||z - \alpha e||^2.
\]

Then it follows that

\[
\dot{V}(z - \alpha e) = (z - \alpha e)^T \dot{z}
\]

\[
= \sum_{i=1}^{q} (z_i - \alpha) \sum_{j=1, j \neq i}^{q} C_{i,j} (z_j - z_i)
\]

\[
+ \sum_{i=1}^{q} (z_i - \alpha) \sum_{j=1, j \neq i}^{q} \delta_{ij} (z_j - z_i)
\]

\[
= -\sum_{i=1}^{q} \sum_{j=i+1}^{q} C_{i,j} [z_i - z_j] \delta_{ij} (z_j - z_i)
\]

\[
+ \sum_{i=1}^{q} \sum_{j=i+1}^{q} C_{i,j} [z_i - z_j] [z_i - z_j] \delta_{ij} (z_j - z_i),
\]

\[z \in \mathbb{R}^q. \quad (17)\]

Next, since, by homogeneity of \( \delta_{ij} \), \( \delta_{ij}(\cdot) \) is such that \( \lim_{z \to 0} \delta_{ij}(z)/z = 0 \), it follows that for every \( \gamma > 0 \), there exists \( \varepsilon_{ij} > 0 \) such that \( |\delta_{ij}(z)| \leq \gamma |z| \) for all \( |z| < \varepsilon_{ij} \).

Hence,

\[
\sum_{i=1}^{q} \sum_{j=i+1}^{q} \delta_{ij} (z_j - z_i) \leq \sum_{i=1}^{q} \sum_{j=i+1}^{q} \gamma C_{i,j} [z_i - z_j]^2, \quad |z_i - z_j| < \varepsilon_{ij}. \quad (18)
\]

Now, choosing \( \gamma \leq 1 \), it follows from (17) and (18) that

\[
\dot{V}(z - \alpha e) \leq -\sum_{i=1}^{q} \sum_{j=i+1}^{q} (1 - \gamma) C_{i,j} [z_i - z_j]^2
\]

\[
\leq 0, \quad |z_i - z_j| < \varepsilon_{ij}. \quad (19)
\]

which establishes Lyapunov stability of the equilibrium state \( \alpha e \). Now, the result follows from Theorem 4.2.

It is important to note that Corollary 4.1 still holds for the case where the generalized consensus protocol has a hierarchical structure of the form

\[
\dot{z}(t) = Cz(t) + \sum_{i=1}^{p} g_i(z(t)), \quad z(0) = z_0, \quad t \geq 0, \quad (20)
\]

where for each \( i \in \{1, \ldots, q\} \), \( g_i(z) \) is homogeneous of degree \( l_i > 0 \) with respect to \( \nu(x) = -\sum_{j=1}^{q} \sum_{j \neq i} (x_j - x_i)/\nu(x) \) and \( l_i < \cdots < l_p \). As an application of Corollary 4.1, consider the Kuramoto model [13] given by

\[
\dot{x}_1(t) = \sin(x_2(t) - x_1(t)), \quad x_1(0) = x_{10}, \quad t \geq 0, \quad (21)
\]

\[
\dot{x}_2(t) = \sin(x_1(t) - x_2(t)), \quad x_2(0) = x_{20}. \quad (22)
\]

Note that for sufficiently small \( x_i \), \( i \in \{1, \ldots, q\} \), \( x_i \) can be approximated by \( x_i - x_i^3/3! + \cdots + (-1)^{p-1}x_i^{2p-1}/(2p-1)! \), where \( p \) is a positive integer. The truncated system associated with (21) and (22) is given by

\[
\dot{x}_1 = x_2 - x_1 - \frac{1}{3!}(x_2 - x_1)^3 + \cdots + \frac{(-1)^{p-1}}{(2p-1)!}(x_2 - x_1)^{2p-1}, \quad (23)
\]

\[
\dot{x}_2 = x_1 - x_2 - \frac{1}{3!}(x_1 - x_2)^3 + \cdots + \frac{(-1)^{p-1}}{(2p-1)!}(x_1 - x_2)^{2p-1}, \quad (24)
\]

or, equivalently,

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
-1 & 0 \\
1 & -1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
+ \sum_{i=1}^{p} g_i(x_1, x_2), \quad (25)
\]

where for \( i = 1, \ldots, p-1 \),

\[
g_i(x_1, x_2) \equiv \frac{(-1)^i}{(2i+1)!} \begin{bmatrix}
(x_2 - x_1)^{2i+1} \\
(x_1 - x_2)^{2i+1}
\end{bmatrix}. \quad (26)
\]

It can be easily shown that all the conditions of Corollary 4.1 hold for (25). Hence, it follows from Corollary 4.1 that every equilibrium point in \( \{\alpha [1, 1]^T : \alpha \in \mathbb{R}\} \) is a local semistable equilibrium of (23) and (24), which implies that the equilibrium set \( \{\alpha [1, 1]^T : \alpha \in \mathbb{R}\} \) of (23) and (24) has the same stability properties as the linear nominal system

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
-1 & 0 \\
1 & -1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}. \quad (27)
\]

Note that Corollary 4.1 deals with the undirected graph \( G = (V, \mathcal{E}, A) \), where \( A \) is a symmetric adjacency matrix. Next, we consider the case where \( G \) is a directed graph. The following lemma is needed for the next result.

**Lemma 4.2:** Let \( A \in \mathbb{R}^{q \times q} \) and \( A_{di} \in \mathbb{R}^{q \times q} \), \( i = 1, \ldots, n_d \), be given by

\[
A_{(i,j)} = \begin{cases}
C_{i,j}, & i = j, \\
0, & i \neq j,
\end{cases} \quad A_{(i,j)} = \begin{cases}
C_{i,j}, & i = j, \\
0, & i \neq j,
\end{cases} \quad i, j = 1, \ldots, q, \quad (28)
\]

where \( A_d \equiv \sum_{i=1}^{n_d} A_{di} \). Assume that \( C^T e = 0 \). Then there exist nonnegative definite matrices \( Q_i \in \mathbb{R}^{q \times q} \), \( i = 1, \ldots, n_d \), such that

\[
2A + \sum_{i=1}^{n_d} (Q_i + A_{di}^T Q_i^T A_{di}) \leq 0. \quad (29)
\]

**Theorem 4.3:** Consider the linear nominal consensus protocol (15), where \( C \) satisfies Assumption 1 and \( C^T e = 0 \), and the generalized nonlinear consensus protocol given by

\[
\dot{z}_i(t) = \sum_{j=1, j \neq i}^{q} C_{i,j} [z_j(t) - z_i(t)]
\]

\[
+ \sum_{j=1, j \neq i}^{q} \mathcal{H}_{i,j} [\sigma(z_j(t)) - \sigma(z_i(t))],
\]

\[
z_i(0) = z_{i0}, \quad i = 1, \ldots, q, \quad t \geq 0, \quad (30)
\]

where \( \sigma(\cdot) \) satisfies \( \sigma(0) = 0 \) and \( \sigma(\cdot) \) is strictly increasing. Furthermore, assume the matrix \( \mathcal{H} = [\mathcal{H}_{i,j}] \) satisfies Assumption 1, \( \mathcal{H}^T e = 0 \), \( \mathcal{H}_{i,j} = 0 \) whenever \( C_{i,j} = 0 \), \( i, j = 1, \ldots, q \), \( i \neq j \), and \( \mathcal{H} = C - L \), where \( L^T = L \in \mathbb{R}^{q \times q} \). Then every equilibrium point in \( \{\alpha e : \alpha \in \mathbb{R}\} \) for (30).
is a semistable equilibrium of (15) and (30). Furthermore, \( z(t) \to \frac{1}{q} e^{\epsilon t} z_0 \) as \( t \to \infty \) and \( \frac{1}{q} e^{\epsilon t} z_0 \) is a semistable equilibrium state.

**Proof.** It follows from ii) of Theorem 4.1 that \( \alpha e, \alpha \in \mathbb{R} \), is a semistable equilibrium of (15). Next, note that (30) can be rewritten as

\[
\dot{z}_i(t) = \sum_{j=1, j \neq i}^q \mathcal{H}_{i,j} [(z_j(t) + \sigma(z_j(t)) - (z_i(t)) + \sigma(z_i(t))] + \sum_{j=1, j \neq i}^q \mathcal{L}_{i,j} [\sigma(z_i(t)) - \sigma(z_j(t))] - \sigma(z_i(t))], \quad z_i(0) = z_{i0}, \quad i = 1, \ldots, q, \quad t \geq 0.
\]

Define \( \hat{\sigma} : \mathbb{R}^q \to \mathbb{R}^q \) by \( \hat{\sigma}(z) \triangleq [\sigma(z_1), \ldots, \sigma(z_q)]^T \). Now, it follows from Lemma 4.2 that there exist nonnegative definite matrices \( Q_i \in \mathbb{R}^{q \times q}, i = 1, \ldots, q \), such that

\[
2C + \sum_{i=1}^q (Q_i + C_d^T Q_i^# C_d) \leq 0, \quad (31)
\]

where \( C \in \mathbb{R}^{q \times q} \) and \( C_d \in \mathbb{R}^{q \times q}, i = 1, \ldots, q \), are given by

\[
C_{i,i} = \begin{cases} \mathcal{H}_{i,i} & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases}, \quad C_{d,i} = \begin{cases} 0 & \text{if } i = j, \\ \mathcal{H}_{i,i} & \text{if } i \neq j, \quad i, j = 1, \ldots, q, \quad (32) \end{cases}
\]

where \( C_d \triangleq \sum_{i=1}^q C_{di} \).

To show that every point in \( \{ \alpha e : \alpha \in \mathbb{R} \} \) is Lyapunov stable, consider the Lyapunov function candidate given by

\[
V(z - \alpha e) = \|z - \alpha e\|^2 + 2 \sum_{i=1}^q \int_0^{\theta_i} [\sigma(\theta) - \sigma(\alpha)]d\theta. \quad (33)
\]

Now, the derivative of \( V(z - \alpha e) \) along the trajectories of (30) is given by

\[
\dot{V}(z - \alpha e) = 2[z - \alpha + \hat{\sigma}(z) - \hat{\sigma}(\alpha e)]^T C[z - \alpha + \hat{\sigma}(z) - \hat{\sigma}(\alpha e)]
+ 2 \sum_{i=1}^q [z - \alpha + \hat{\sigma}(z) - \hat{\sigma}(\alpha e)]^T C_{di}
\cdot [z - \alpha + \hat{\sigma}(z) - \hat{\sigma}(\alpha e)]
+ 2 \sum_{i=1}^q [z_i - \alpha + \sigma(z_i) - \sigma(\alpha)]
\sum_{j=1, j \neq i}^q \mathcal{L}_{i,j} [\sigma(z_j) - \sigma(z_i)]
\leq -\sum_{i=1}^q (-Q_i[z - \alpha + \hat{\sigma}(z) - \hat{\sigma}(\alpha e)] + C_{di}[z - \alpha + \hat{\sigma}(z) - \hat{\sigma}(\alpha e)]^T C_d^T Q_i^# C_d
\cdot [z - \alpha + \hat{\sigma}(z) - \hat{\sigma}(\alpha e)]
\sum_{i=1}^q [z - \alpha + \hat{\sigma}(z) - \hat{\sigma}(\alpha e)]^T C_d^T Q_i^# C_d
\cdot [z - \alpha + \hat{\sigma}(z) - \hat{\sigma}(\alpha e)]
\]

which establishes Lyapunov stability of \( \alpha e \).

Next, let \( \mathcal{R} \triangleq \{x \in \mathbb{R}^q : -q_j [x + \hat{\sigma}(x)] + C_{di} [x + \hat{\sigma}(x)] = 0, i = 1, \ldots, q \} \). Then it follows from the Krasovskii-LaSalle invariant set theorem that \( x(t) \to \mathcal{M} \) as \( t \to \infty \), where \( \mathcal{M} \) denotes the largest invariant set contained in \( \mathcal{R} \). Now, since \( C + \sum_{i=1}^q C_{di} \neq 0 \), it follows that \( \mathcal{R} \subseteq \mathcal{R} \triangleq \{x \in \mathbb{R}^q : C \sigma(x) + \sum_{i=1}^q C_{di} \sigma(x) = 0\} \). Hence, since \( C + \sum_{i=1}^q C_{di} \neq 0 \), it follows that the largest invariant set \( \mathcal{M} \) contained in \( \mathcal{R} \) is given by \( \mathcal{M} = \{x \in \mathbb{R}^q : x = \alpha e, \alpha \in \mathbb{R} \} \). Furthermore, since \( \mathcal{M} \subseteq \mathcal{R} \subseteq \mathcal{R} \), it follows that \( \mathcal{M} = \mathcal{M} \). Next, note that \( \lim_{t \to \infty} \text{dist}(x(t), \mathcal{M}) = 0 \). Let \( x_0 \in \mathcal{M} \). Choosing \( x_0 \) sufficiently close to \( x_0 \), it follows from Lyapunov stability of \( x_0 \) that trajectories of (30) starting sufficiently close to \( x_0 \) are bounded, and hence, the positive limit set of (30) is nonempty. Since every point in \( \mathcal{M} \) is Lyapunov stable, it follows from Proposition 5.4 of [4] that \( \lim_{t \to \infty} x(t) = x^* \), where \( x^* \in \mathcal{M} \) is Lyapunov stable. Hence, it follows that every equilibrium point in \( \{\alpha e : \alpha \in \mathbb{R} \} \) is a semistable equilibrium of (15) and (30).

\[
\frac{\partial}{\partial t} V(z - \alpha e) \leq 0, \quad z \in \mathbb{R}^q, \quad (34)
\]

\[\]