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Abstract—We study an anisotropic swarm model with a class of attraction and repulsion functions. It is shown that the members of a reciprocal swarm will aggregate and eventually form a cohesive cluster of finite size around the swarm center within finite time. Under mild conditions on attraction and repulsion functions, the swarm is also completely stable, i.e., every motion converges to the equilibrium point set of the system. These results are further extended to a class of nonreciprocal swarms under the detailed balance condition on coupling weights. We also present numerical simulations demonstrating complex oscillatory behavior in general nonreciprocal swarms. These results provide more insight into the effect of the interaction pattern on collective behavior of swarms.
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I. INTRODUCTION

Self-organization and pattern formation in swarms of biological entities are ubiquitous in nature. Examples include animal aggregation, traffic patterns, and cell migration [1], [2]. Understanding the mechanisms and operational principles of such self-organized motions in swarms can provide useful ideas for developing distributed cooperative control, formation control, coordination, and learning strategies for autonomous multi-agent systems such as autonomous multi-robot teams and autonomous air vehicles. This has motivated an increasing interest in investigating swarming behavior and its applications in recent years, and a variety of efforts have been devoted to modeling and exploring the collective dynamics in swarms [3]–[32]. The general understanding now is that the swarming behavior is a result of an interplay between a long range attraction and a short range repulsion between the individuals. Based on this, several swarm models have been proposed in the literature (see, e.g., [1], [19], [35]–[40], and the references therein).

In a recent paper, Gazi and Passino [19] proposed a simple swarm model that consists of a number of individuals (or members) with the same attraction-repulsion rule and with identical interaction strength among the individuals. They showed that the model can capture the basic features of aggregation, cohesion, and stability of a swarm. Such properties are of interest in formation control and distributed optimization problems. However, the identical coupling strength assumption made in [19] represents only a special case in reality. In many cases interaction strength between individuals in a swarm system may vary from one pair to another, depending on relative locations of the individuals or other factors, such as different communication efficiency or bandwidth etc. This motivates our interest in investigating more general anisotropic swarms.

The purpose of this paper is to investigate collective behavior in a class of anisotropic swarms. In the next section we propose an anisotropic swarm model which includes the isotropic model of [19] as a special case. We consider two cases about the connectivity of the swarms, i.e., reciprocal and nonreciprocal interconnection topology. We show in Section 3 that the reciprocal model can also exhibit aggregation and complete stability behavior as those in [19]. The results are further extended to a class of nonreciprocal swarms in Section 4, under the detailed balance condition. For general case of nonreciprocal swarms, we give numerical simulations to illustrate that complex oscillatory motion may occur. Finally, we conclude this paper in Section 5.

The main difference of our approach from that of [19] is that, due to the anisotropy of the interaction pattern, our study on aggregation behavior relies crucially on discussion of the eigenstructure of connection matrices. The results turn out to be related to the second largest eigenvalue of the connection matrix. This provides more insight into the effect of interaction pattern on swarming behavior.

II. THE SWARM MODEL

We consider a swarm of \(m\) individuals (members) in an \(n\)-dimensional Euclidean space,

\[
\dot{x}^i = \sum_{j=1}^{m} w_{ij} f(x^j - x^i), \quad i = 1, ..., m,
\]

where \(x^i \in \mathbb{R}^n\) represents the position of individual \(i\), \(W = [w_{ij}] \in \mathbb{R}^{n \times n}\) is the the interactive efficiency (or coupling weight) matrix with \(w_{ij} \geq 0\) and \(w_{ii} = 0\) for all \(i, j\), \(f(\cdot)\) is the social potential function that governs the interindividual interactions and is assumed to have a long range attraction and short range repulsion nature.

Following [20], we make the following assumptions on the social potential function:
Assumption 1. The attraction-repulsion function $f(\cdot)$ is of the form

$$f(y) = -y [f_a(||y||) - f_r(||y||)], \ y \in \mathbb{R}^n,$$  \hspace{1cm} (2)

where $f_a : \mathbb{R}_+ \to \mathbb{R}_+$ represents (the magnitude of) attraction term and has a long range, whereas $f_r : \mathbb{R}_+ \to \mathbb{R}_+$ represents (the magnitude of) repulsion term and has a short range, and $\mathbb{R}_+$ stands for the set of nonnegative real numbers, $||y|| = \sqrt{\sum_i y_i^2}$ is the Euclidean norm.

Assumption 2. There are positive constants $a, b$ such that for any $y \in \mathbb{R}^n$,

$$f_a(||y||) = a \text{ and } f_r(||y||) \leq \frac{b}{||y||}. \hspace{1cm} (3)$$

That is, we assume a linear attraction and a bounded repulsion.

Assumption 3. There exist functions $p_a, p_r : \mathbb{R}_+ \to \mathbb{R}_+$ such that for any $y \in \mathbb{R}^n$,

$$\nabla_y p_a(||y||) = y f_a(||y||), \ \nabla_y p_r(||y||) = y f_r(||y||). \hspace{1cm} (4)$$

In other words, we assume that attraction and repulsion among the swarm members are governed by potential fields $p_a(||y||)$ and $p_r(||y||)$. In this case the motion of the individuals toward each other is along the gradient of these fields.

An example of the attraction-repulsion function that satisfies the above assumptions is of the form (see [19]):

$$f(y) = -y \left[ a - b \exp \left( -\frac{||y||^2}{c} \right) \right] \hspace{1cm} (5)$$

with $p_a(||y||) = a > 0$ and $p_r(||y||) = b \exp \left( -\frac{||y||^2}{c} \right)$. For other forms of attraction-repulsion functions, see [20].

Remark 1. The swarm model studied in [19] is a special case of model (1) with each $w_{ij} = 1$, which is an isotropic system with identical interindividual interactions. By contrast, the present model in (1) is in general an anisotropic system.

We assume throughout the paper that the coupling matrix is irreducible, which implies that the swarm is fully connected and contains no isolated clusters.

In what follows, we will present results concerning the average motion, aggregation and cohesiveness, and complete stability of the swarm in (1).

III. Reciprocal Swarms

This section considers a class of swarms in which the interactions between two individuals are reciprocal. To be specific, we make the following assumption.

Assumption 4: The swarm described in (1) is reciprocal, i.e., the coupling weights satisfy $w_{ij} = w_{ji}$ for all $i, j$.

Since a swarm system often consists of a large number of individuals that may evolve in different manners, it is usually of interest to investigate collective behavior of the system rather than to ascertain detailed behavior of each individual—which may be very difficult or even impossible in general due to complex interactions among the large number of individuals. As a first step to this goal, it is simple and convenient to study the average motion of the swarm members. To do this, we define the center of the swarm as below.

**Definition 1:** The center of the swarm members is $\mathbf{x} = (\sum_{j=1}^m x^j)/m$.

Because of the symmetry of $f(\cdot)$ with respect to the origin, the reciprocity of swarm (1) implies that any two members have between them interactions with the same magnitude but in opposite directions. Hence the center of a reciprocal swarm (1) is stationary for all $t$. This fact is expressed formally in the following theorem.

**Theorem 1:** Under Assumptions 1 and 4, the center $\mathbf{x}$ of the swarm described in (1) is stationary for all $t$.

**Proof:** It is clear by definition of the function $f(\cdot)$ that $f(-r) = -f(r)$ $\forall r \in \mathbb{R}^n$. Therefore, $w_{ij} f(x^j - x^i) = -w_{ij} f(x^i - x^j)$. From this it is straightforward to calculate that

$$\frac{d}{dt} \mathbf{x} = \frac{1}{m} \sum_{i=1}^m \sum_{j=1}^m w_{ij} f(x^i - x^j) = 0,$$

which yields the desired result.

This result says that the swarm described by (1) and (2) is not drifting on average. Note, however, that the swarm members may still have relative motions with respect to the center while the center itself stays stationary. An interesting issue is whether the swarm members will move toward the swarm center and form a cohesive cluster around it. This is dealt with in the following theorem.

**Theorem 2:** Under Assumptions 1, 2, and 4, all the members of the swarm described in (1) will eventually enter into and remain in the bounded region

$$\Omega_\rho = \left\{ x : \sum_{i=1}^m ||x^i - \mathbf{x}||^2 \leq \rho^2 \right\}, \hspace{1cm} (6)$$

where $\rho = (b||W||)/(a\lambda_2)$, $||W|| = \sum_{j=1}^m w_{ij}$, and $\lambda_2$ is the second smallest real eigenvalue of the matrix $H = [h_{ij}]$ with

$$h_{ij} = \begin{cases} -w_{ij}, & i \neq j \smallskip \sum_{k=1, k \neq j}^m w_{k|i}, & i = j. \end{cases} \hspace{1cm} (7)$$

Moreover, for an arbitrary small $\epsilon > 0$, the convergence of the swarm to $\Omega_{\rho + \epsilon}$ (i.e., the $\epsilon$-neighborhood of $\Omega_\rho$, defined as in (6) with radius $\rho + \epsilon$) from an initial state $\mathbf{x}(0)$ outside the set will occur in finite time bounded by

$$\tau \leq \frac{1}{a\lambda_2} \ln \left( \frac{\rho_0 - \rho}{\epsilon} \right), \hspace{1cm} (8)$$

where $\rho_0 = \sqrt{\sum_{i=1}^m ||x^i(0) - \mathbf{x}||^2}$, $\rho \geq \rho_0 + \epsilon$.

**Proof:** Let $\mathbf{e}^i = x^j - x^i$. By definition of $\mathbf{x}$, we have

$$\dot{\mathbf{e}}^i = -\sum_{j=1}^m w_{ij} (\mathbf{e}^j - \mathbf{e}^i) \left[ f_a(||\mathbf{e}^j - \mathbf{e}^i||) - f_r(||\mathbf{e}^j - \mathbf{e}^i||) \right]. \hspace{1cm} (9)$$

To estimate $\dot{\mathbf{e}}^i$, we take the Lyapunov function for the swarm as $V(\mathbf{e}) = \sum_{i=1}^m V_i(\mathbf{e}^i)$ where $\mathbf{e} = [e_1^T, \ldots, e_m^T]^T$ and

$$V_i(\mathbf{e}^i) = \frac{1}{2} e_i^T e_i.$$
Evaluating its time derivative along solutions of (9) and making use of Assumption 2 and the fact that $\|e_i\| \leq \sqrt{2V(e)}$ for all $i$, we have

$$
\dot{V}(x) = -\sum_{i=1}^{n} \sum_{j=1}^{m} w_{ij} e^T (e^i - e^j) \left[ f_a(||e^i - e^j||) - f_s(||e^i - e^j||) \right] \\
\leq -a \sum_{i=1}^{n} \sum_{j=1}^{m} w_{ij} (e^i - e^j) + b \sum_{i=1}^{n} \sum_{j=1}^{m} w_{ij} ||e^j|| \\
\leq -ae^T (H \otimes I) e + \sqrt{2b} ||W|| ||V^T(e)|| 
$$

where $H \otimes I$ is the Kronecker product of $H$ and $I$ with $H$ as defined in (7) and $I$ the identity matrix of order $n$. To get further estimate of $\dot{V}(e)$, we next examine the term $e^T (H \otimes I) e$.

It is easy to see that $\lambda = 0$ is an eigenvalue of $H$ and $u = [1, \ldots, 1]^T$ with $l \neq 0$ is the associated eigenvector. Moreover, since $H$ is symmetric and $h_{ij} \leq 0$ for $i \neq j$, by the irreducibility of $W$ (hence $H$), it follows from nonnegative matrix theory [41] that all the rest eigenvalues of $-H$ are real and negative. Therefore, we can order the eigenvalues of $H$ as $0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_n$.

Moreover, it is known that the identity matrix $I$ has an $n$ multiple eigenvalue $\mu = 1$ and $n$ independent eigenvectors $v^1 = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix}$, $v^2 = \begin{bmatrix} 0 \\ 1 \\ \vdots \\ 0 \end{bmatrix}$, $\ldots$, $v^n = \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 1 \end{bmatrix}$.

By matrix theory [41], the eigenvalues of $H \otimes I$ are $\lambda_i \mu = \lambda_i (n$ multiple for each $i$) and the corresponding eigenvectors are $u^i \otimes v^1$. Since $H \otimes I$ is clearly symmetric, the $n^2$ eigenvectors $u^i \otimes v^j$ are linearly independent. Therefore, if $e^T (H \otimes I) e = 0$ then $e$ must lie in the eigenspace of $H \otimes I$ spanned by eigenvectors $u \otimes v^j$ corresponding to the zero eigenvalue. Since

$$
u^j = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix}, \quad v^2 = \begin{bmatrix} 0 \\ 1 \\ \vdots \\ 0 \end{bmatrix}, \ldots, \quad v^n = \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 1 \end{bmatrix},
$$

we have

$$
e = \sum_{i=1}^{n} k_i u \otimes v^i = \begin{bmatrix} \sum_{i=1}^{n} k_i v^i \\ \vdots \\ \sum_{i=1}^{n} k_i v^i \end{bmatrix}
$$

which implies that $e^1 = e^2 = \cdots = e^n$. This occurs only when $e^1 = e^2 = \cdots = e^n = 0$. Hence, for any nontrivial solution $e$, it must be in the subspace spanned by eigenvectors of $H \otimes I$ corresponding to the nonzero eigenvalues. Therefore, $e^T (H \otimes I) e \geq \lambda_2 ||e||^2 = 2\lambda_2 ||e||^2$ and so,

$$
\dot{V}(e) \leq -2a\lambda_2 V(e) + \sqrt{2b} ||W|| ||V^T(e)|| < 0
$$

whenever $V(e) > [(b)||W||/\sqrt{2a\lambda_2})^2$. Therefore, any solution of (1) outside the region $\Omega_\rho$ as defined in (6) will eventually enter into and remain in it.

Finally, we estimate the convergence time. For an arbitrary $\varepsilon > 0$, let $e$ be a solution of (9) with initial value $e(0) \notin \Omega_{\rho + \varepsilon}$ and $\tau > 0$ be the time that $e$ crosses the boundary of $\Omega_{\rho + \varepsilon}$, i.e., $||e(\tau)|| = \rho + \varepsilon$. Then it follows from the above that

$$
\dot{V}(e) \leq -2a\lambda_2 V(e) + \sqrt{2b} ||W|| ||V^T(e)||
$$

for $t \in (0, \tau)$. Therefore, the solution of $V$ satisfies

$$
\left| \left| \left| \frac{d}{dt} V(e) \right| \right| \right|_{0} \leq \frac{2}{2a\lambda_2}
$$

where $V(t) = V(e(t))$. A straightforward manipulation yields the estimate (8). The proof is complete. \hfill \Box

Remark 2. In contrast to the special case of isotropic swarm model considered in [19], the above discussion relies crucially on the eigenstructure of the interactive matrix $W$.

Notice that Theorem 2 only shows that the swarm members will aggregate and form a bounded cluster around the swarm center $\bar{x}$, and $\rho$ provides a bound on the maximum ultimate swarm size. It does not, however, say anything about the motion of the members in the cluster. Next we show that for a class of attraction and repulsion functions satisfying Assumption 3, the swarm system (1) will converge to its equilibrium points. Hence the configuration of the swarm members tends to a constant arrangement. To state the result, we denote the set of equilibrium points of the swarm system (1) as

$$
\Omega_\rho = \{ x : V(x) = 0 \}.
$$

Definition 2: The swarm system (1) is completely stable if every solution converges to the equilibrium point set of the system.

Note that complete stability implies global convergence of a system to its equilibrium point set. It does not require the system to have unique equilibrium point. So it is a suitable concept for describing global dynamics of systems with multiple equilibria.

Now we are ready to present the following stability result.

Theorem 3: Under Assumptions 1–4, the swarm system (1) is completely stable.

Proof: First we note that under Assumption 3, the motion of individual $i$ is given by

$$
\dot{x}^i = \sum_{j=1}^{m} \sum_{i=1}^{n} w_{ij} [V_{y_p}(||x^i - x^j||) - V_{y_p}(||x^i - x^j||)]
$$

Now we choose the Lyapunov function

$$
V(x) = \sum_{i=1}^{m} \sum_{j=i+1}^{m} w_{ij} [p_a(||x^i - x^j||) - p_r(||x^i - x^j||)]
$$

Calculating the gradient of $V(x)$ with respect to $x^i$ yields

$$
V_x V(x) = \sum_{j=1}^{m} w_{ij} [V_{p_a}(||x^i - x^j||) - V_{p_r}(||x^i - x^j||)]
$$

$$
= -\dot{x}^i.
$$
From this we can evaluate the time derivative of the Lyapunov function $V(x)$ along the motion of the system and obtain
\[ \dot{V}(x) = \sum_{i=1}^{m} \left[ V_i(x) \right]^T \dot{x}_i = -\sum_{i=1}^{m} ||x_i||^2 \leq 0 \]
for all $t \geq 0$. Hence $V(x)$ decreases in $t$ unless $\dot{x}_i = 0$ for all $i$. To further conclude the complete stability of the system, we recall that by Theorem 2 every solution $x(t)$ of (1) is bounded and eventually enters into the compact set $\Omega_{\sigma}$ defined in (6). This implies that all the system solutions are bounded. Therefore, by LaSalle’s Invariance Principle [42] we conclude that as $t \to \infty$ the solution $x(t)$ converges to the largest positively invariant subset of the set defined by
\[ E = \{ x : V(x) = 0 \}. \]

It is clear from above discussion that $E = \Omega_{\sigma}$ and is therefore positively invariant with respect to the system. Hence $x(t) \to \Omega_{\sigma}$ as $t \to \infty$. □

**Remark 3.** It is clear from the proof that Theorem 3 will still hold if we assume the boundedness of solutions of the system instead of Assumption 2. The former is in general less stringent than the latter and can be fulfilled in most cases because of the long term attraction nature of the interaction in swarm members.

### IV. Nonreciprocal Swarms

We now consider swarms that do not have the reciprocity property as specified before. In this case, the swarms may exhibit diverse behavior, from convergence to oscillation. We will present analytical and numerical simulation results.

**A. Aggregation and Stability Under the Detailed Balance Condition**

We first extend the preceding results to a class of non-reciprocal swarms whose coupling weights satisfying the “detailed balance condition” specified as below.

**Assumption 5:** The swarm described in (1) satisfies the detailed balance condition in weights, i.e., there exist certain scalars $\xi_i > 0 (i = 1, ..., m)$ such that $\xi_i w_{ij} = \xi_j w_{ji}$ for all $i, j$.

Since we do not assume here the reciprocity of the swarms, the interactions between two individuals do not balance in general. Therefore, the swarm center as defined in the preceding section will not be stationary, but drifts with time. However, under Assumption 5, one can still obtain a simple characterization of the average motion of the swarm members by introducing the notion of “weighted center” defined as below instead of the “center” of the swarm.

**Definition 3:** The weighted center of the swarm members is defined as $\tilde{x} = (\sum_{i=1}^{m} \xi_i x_i) / (\sum_{i=1}^{m} \xi_i)$. Similar to Theorem 1, we have the following result concerning the average motion of the swarm members.

**Theorem 4:** Under Assumptions 1 and 5, the weighted center $\tilde{x}$ of the swarm described in (1) is stationary in $t$.

The proof is analogous to that of Theorem 1 by using the fact that $\xi_i w_{ij} f(x_i - x_j) = -\xi_j w_{ji} f(x_j - x_i)$ under the assumptions. Next we show that the swarm members will move toward the weighted center and form a cohesive cluster around it.

**Theorem 5:** Under Assumptions 1, 2, and 5, all the members of the swarm described in (1) will eventually enter into and remain in the bounded region $\Omega_{\sigma}$ defined as below instead of the “center” of the swarm.

\[ \Omega_{\sigma} = \left\{ x : \sum_{i=1}^{m} \xi_i ||x_i - \tilde{x}||^2 \leq \sigma^2 \right\} \] (10)

where $\sigma = (b \xi_{\max} ||LW||) / (a \gamma_2)$ with $L = \text{diag}\{(\sqrt{\xi_1}, ..., \sqrt{\xi_m})\}$, $||LW|| = \sum_{i=1}^{m} \sqrt{\xi_i} |w_{ij}|$, $\xi_{\max} = \max_{1 \leq i \leq m} \{\xi_i\} > 0$, and $\gamma_2$ the second smallest real eigenvalue of the symmetric matrix $K = [k_{ij}]$ defined by
\[ k_{ij} = \begin{cases} -\xi_i w_{ij}, & i \neq j \\ (\sum_{i=1 \neq j}^{m} \xi_i w_{ij}), & i = j \end{cases}. \]

Moreover, for an arbitrary small $\varepsilon > 0$, the convergence of the swarm to $\Omega_{\sigma+\varepsilon}$ (i.e., the $\varepsilon$-neighborhood of $\Omega_{\sigma}$, defined as in (6) with radius $\sigma + \varepsilon$) from an initial state $x(0)$ outside the set will occur in finite time bounded by
\[ \tau \leq \frac{\xi_{\max}}{a \gamma_2} \ln \left( \frac{\sigma_0 - \sigma}{\varepsilon} \right) \] (11)

where $\sigma_0 = \sqrt{\sum_{i=1}^{m} \xi_i ||x_i(0) - \tilde{x}||^2} > \sigma + \varepsilon$.

**Proof:** Let $d^t = x^t - \tilde{x}$. By definition of the weighted center $\tilde{x}$, we have
\[ \dot{d}^t = -\sum_{i=1}^{m} w_{ij} (d^t - d^{t'}) \left[ f_a(||d^t - d^{t'}||) - f_r(||d^t - d^{t'}||) \right]. \] (12)

To estimate $d^t$, we take the Lyapunov function for (12) as $V(d) = \sum_{i=1}^{m} V_i(d^t)$ where $d = [d^T, ..., d^m]^T$ and
\[ V_i(d^t) = \frac{1}{2} \xi_i d^T \xi_i d^t. \]

Similar to the proof of Theorem 2, by making use of the assumptions and the fact that $||d||^2 \geq (2/\xi_{\max}) V(d)$ and $||d^t|| \leq \sqrt{2/\xi_i} V(d)$ for all $i$, we can evaluate the derivative of $V(d)$ along solutions of the system and obtain
\[ \dot{V}(d) = -\sum_{i=1}^{m} \sum_{j=1}^{m} \xi_i w_{ij} d_i^T (d^t - d^{t'}) \]
\[ \times \left[ f_a(||d^t - d^{t'}||) - f_r(||d^t - d^{t'}||) \right] \leq -a \sum_{i=1}^{m} \sum_{j=1}^{m} \xi_i w_{ij} d_i^T (d^t - d^{t'}) + b \sum_{i=1}^{m} \sum_{j=1}^{m} \xi_i w_{ij} ||d^t|| \]
\[ \leq -a \gamma_2 \xi_{\max} V(d) + 2 b \sqrt{||LW||} ||d|| \]
\[ < 0 \]

whenever $V(d) > (2b \xi_{\max} ||LW||)/(\sqrt{2a \gamma_2})^2$. Therefore, any solution of (1) outside the region $\Omega_{\sigma}$ as defined in (10) will eventually enter into and remain in it. Similar to
the proof of Theorem 2, we can further estimate the bound of convergence time and obtain (11).

Furthermore, we can also prove the complete stability of the nonreciprocal swarm under the detailed balance condition.

Theorem 6: Under Assumptions 1–3, and 5, the swarm described in (1) is completely stable.

Proof: With Assumption 3, we can take the Lyapunov function candidate

\[ V(x) = \sum_{i=1}^{m-1} \sum_{j=i+1}^m \xi_i w_{ij} \left[ p_a(||x^i - x^j||) - p_r(||x^i - x^j||) \right]. \]

The gradient of \( V(x) \) with respect to \( x^i \) is given by

\[ \nabla_x V(x) = \sum_{i=1}^m \xi_i w_{ij} \left[ \nabla_{x^i} p_a(||x^i - x^j||) - \nabla_{x^j} p_r(||x^i - x^j||) \right] = -\xi_i \dot{x}^i. \]

Therefore, along the motion of the system we have

\[ \dot{V}(x) = \sum_{i=1}^m \left( \nabla_{x^i} V(x) \right)^T \dot{x}^i = -\sum_{i=1}^m \xi_i ||\dot{x}^i||^2 \leq 0 \]

for all \( t \geq 0 \). Hence, by the boundedness of solutions of the system as specified in Theorem 5 and using LaSalle’s invariant principle [42], we have \( x(t) \to \Omega_c \) as \( t \to \infty \).

B. Oscillatory Motion in Nonreciprocal Swarms

For a general nonreciprocal swarm model in (1) without the detailed balance condition, it is usually difficult to analytically investigate collective behavior of the swarm members. To get some ideas about the motion of non-reciprocal swarms, we have performed some numerical simulations for the swarm model described by (1) and (5). It is observed that in certain cases, the swarms eventually evolve into self-organized oscillatory motion.

Figs. 1–3 show the results in one of our simulations, where the attraction-repulsion function is taken in the form of (5) with parameters \( m = 10, a = 1, b = 20, \) and \( c = 0.2 \). The coupling matrix \( W \) is generated randomly and scaled so that \( w_{ij} = 0, \) \( 0 < w_{ij} < 1 \) for all \( i \neq j \). Due to its large size, we do not include here the value of \( W \) explicitly. It is available upon request. We run the simulation for 3000 seconds.

It can be seen from Fig. 1 that at the beginning phase of the simulation, the swarm members gradually aggregate and form a cohesive cluster. Then, they continuously move in the the same direction as a group while keeping mutual spacing, and eventually evolve into an expanding spiral motion as time increases. Fig. 2 illustrates the path of the swarm center. Fig. 3 is a magnification of a portion of the center trajectory, which evolves on the curves from left to right as time increases.

V. CONCLUSIONS

We have analyzed a class of anisotropic swarms and shown aggregation behavior and complete stability of the swarms under reciprocal weight condition and detailed balance condition, respectively. The anisotropic connectivity allows for the consideration of non-identical interaction ability or efficiency among different swarm individuals. The results obtained here generalize a recent work [19] on isotropic swarm model and provide further insight into the effect of the interaction pattern on self-organized motion in a swarm.
Fig. 3. A magnification of the center trajectory in the small rectangle shown in Fig. 2.
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