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Abstract—It is shown that the method of steps for linear delay-differential equation can be formally used to find an infinite-dimensional linear map whose stability is equivalent to that of the delay equation. The truncated map can be used to estimate the spectrum of the discrete version of the evolution semigroup associated with the continuous equation. The method provides an efficient way to numerically determine stability regions in parameter space.

I. INTRODUCTION

There has been a recent surge of interest in numerical and analytical approximation of stability properties of linear delay-differential equations (DDEs). Transport delay is an inherent property of many physical and engineering systems. Stability analysis of DDEs is particularly important in control theory, where the delay is a consequence of finite-speed communication. A good exposition of delay equations as well as the study of their stability properties based on their characteristic equations can be found in [13]. Asl and Ulsoy [1] presented a new analytic approach to obtain the complete solution for systems of delay equations based on a Lambert-function expansion. The method of Olgac and Sipahi [12] is based on root counting and clustering to find stability regions. Breda et. al [3] presented an approach to compute the rightmost characteristic roots. Their method is based on the discretization of the infinitesimal generator of the solution operators semigroup and the approximation of the roots is obtained by a large sparse standard eigenvalue problem. Insperger and Stépán [8] extended the method of steps has been extensively used in numerical solutions, it seems to have been overlooked as a potential candidate for linear stability analysis. For the purposes of stability analysis, the full knowledge of $x(t)$ on a given interval is unnecessary. The key idea of this paper is that stability of the solution can be determined from the behavior of the infinite sequence $\{x(t)\}$ for $t \in (\sigma_{l-1}, \sigma_l]$. While the method of steps has been extensively used in numerical solutions, it seems to have been overlooked as a potential candidate for linear stability analysis. For the purposes of stability analysis, the full knowledge of $x(t)$ on a given interval is unnecessary. The key idea of this paper is that stability of the solution can be determined from the behavior of the infinite sequence $\{x(t)\}$ for $t \in (\sigma_{l-1}, \sigma_l]$. While the method of steps has been extensively used in numerical solutions, it seems to have been overlooked as a potential candidate for linear stability analysis. For the purposes of stability analysis, the full knowledge of $x(t)$ on a given interval is unnecessary. The key idea of this paper is that stability of the solution can be determined from the behavior of the infinite sequence $\{x(t)\}$ for $t \in (\sigma_{l-1}, \sigma_l]$ interval we have a linear differential equation, the solution can be written down in closed form by using Laplace-transforms. The inverse Laplace-transform can then be used intervals. This defines a linear map which can be thought of as the ‘infinite-dimensional Floquet transition matrix’. Engelborghs and Roose [7] studied a numerical method to compute the characteristic roots based on multistep time-integration. Wahi and Chatterjee [16] used Galerkin-projection to reduce the infinite-dimensional dynamics of a DDE to one occurring on a finite number of modes. Shift operator induced approximations of delay systems were analyzed by Mäkilä and Partington [11] with the tools of robust control theory.

In the next Section, we re-introduce the age-old concept of the method of steps and in Section III, we show how this method can be used for stability analysis of a second-order delay-differential equation describing machine tool vibrations. Numerical results are presented in Section IV. and then Conclusions are drawn.

II. THE METHOD OF STEPS AND ITS USE FOR STABILITY ANALYSIS

Delay-differential equations may be solved as ordinary differential equations over successive intervals $[\sigma_k, \sigma_{k+1}]$ by the method of steps (see, for example [2]). The scalar DDE

$$x'(t) = f(t, x(t), x(t - \tau)) \quad t > 0$$

with initial function $\Psi(t)$ defined on $t \in [-\tau, 0]$ is solved as a chain of differential equations

$$x'_1(t) = f(t, x_1(t), \Psi(t - \tau)) \quad 0 < t \leq \sigma_1$$
$$x'_2(t) = f(t, x_2(t), x_1(t - \tau)) \quad \sigma_1 < t \leq \sigma_2$$
$$\vdots$$
$$x'_n(t) = f(t, x_n(t), x_{n-1}(t - \tau)) \quad \sigma_{n-1} < t \leq \sigma_n$$

where $\sigma_l = l\tau$ for $l \in \mathbb{Z}^+$. Then $x(t) = x_1(t)$ for $t \in (\sigma_{l-1}, \sigma_l]$. While the method of steps has been extensively used in numerical solutions, it seems to have been overlooked as a potential candidate for linear stability analysis. For the purposes of stability analysis, the full knowledge of $x(t)$ on a given interval is unnecessary. The key idea of this paper is that stability of the solution can be determined from the behavior of the infinite sequence $\{x(t)\}$ (which can be thought of as the $\tau$-period Poincaré-map for the delay equation). Since on every $[\sigma_{l-1}, \sigma_l]$ interval we have a linear differential equation, the solution can be written down in closed form by using Laplace-transforms. The inverse Laplace-transform can then be used
to find where the initial conditions get mapped under the action of the equation. The spectrum of this discrete map reveals the stability properties of the original continuous system. This approximation corresponds to the discrete semigroup associated with the delay equation. Note that the method can readily be generalized to vector equations as well. Further, this idea can serve as a basis for stability analysis of equations with distinct, commensurate delays. Rigorous proofs will be presented in the sequel [10]. In the following we describe the implementation of this idea through an example.

III. IMPLEMENTATION

Consider the linear DDE
\[ \ddot{x}(t) + 2 \zeta \dot{x}(t) + (1 + p)x(t) = px(t - \tau) \]  
(6)

This differential equation describes linear stability of machine tool vibrations [9]. The stability curves (curves in \((\tau, p)-space\) where the characteristic polynomial of (6) has purely imaginary roots) can be expressed in closed form (parameterized by \(\omega > 0\))

\[ p = \frac{(1 - \omega^2)^2 + 4 \zeta^2 \omega^2}{2(\omega^2 - 1)} \]  
(7)

\[ \tau = \frac{2}{\omega} \left( j \pi - \arctan \frac{\omega^2 - 1}{2 \zeta \omega} \right), \quad j = 1, 2, \ldots \]  
(8)

where \(j > 0\) corresponds to the jth 'lobe' from the right in the stability diagram, and it can be shown that this system is stable for all parameter values below the lower bounding curve.

Taking the Laplace-transform of both sides of (6) results in

\[ (s^2 + 2 \zeta s + 1 + p) \mathcal{L}(x)(s) - (s + 2 \zeta)x_0 - v_0 = p \mathcal{L}(\psi) \]  
(9)

where \(\psi\) is the initial function and \(x_0\) and \(v_0\) are the initial conditions for the state and its derivative at \(t = 0\). For the first interval \((0, \tau]\) this equation can be solved for the Laplace-transform of \(x(t)\) as

\[ \mathcal{L}(x) = \frac{p \mathcal{L}(\psi) + g(s, x_0, v_0)}{h(s, p)} \]  
(10)

with

\[ g(s, x_0, v_0) = (s + 2 \zeta)x_0 + v_0 \]  
(11)

\[ h(s, p) = s^2 + 2 \zeta s + 1 + p \]  
(12)

The states at the end of the interval can be calculated by calculating the inverse Laplace-transform of \(\mathcal{L}(x)\) at \(t = \tau\)

\[ x_1 = \mathcal{L}^{-1}(\mathcal{L}(x), \tau) = \mathcal{L}^{-1}_\tau(\mathcal{L}(x)) \]  
(13)

\[ v_1 = \mathcal{L}^{-1}_\tau(s \mathcal{L}(x)) \]  
(14)

Now, since the states \(x_1, v_1\) are known together with the 'new' initial function (or rather the Laplace transform of the new initial function), the equation can be solved on \((\tau, 2\tau]\). The successive application of this procedure defines the following map

\[ f_{n+1}(s) = \frac{pf_n(s) + g(s, x_n, v_n)}{h(s, p)}, \quad f_0(s) = \mathcal{L}(\psi) \]  
(15)

\[ x_{n+1} = \mathcal{L}^{-1}_\tau(f_{n+1}(s), \tau) = \mathcal{L}^{-1}_\tau(f_{n+1}(s)) \]  
(16)

\[ v_{n+1} = \mathcal{L}^{-1}_\tau(s f_{n+1}(s)) \]  
(17)

A simple substitution of (16) into (15) results

\[ x_{n+1} = \mathcal{L}^{-1}_\tau(\frac{pf_n(s) + g(s, x_n, v_n)}{h(s, p)}) \]  
(18)

\[ \mathcal{L}^{-1}_\tau(\frac{g(s, x_n, v_n)}{h(s, p)} + \frac{pf_n(s)}{h(s, p)}) = \mathcal{L}^{-1}_\tau \left( \frac{g(s, x_n, v_n)}{h(s, p)} + \frac{pf_n(s)}{h(s, p)} \right) + \frac{p^n f_0(s)}{h^n(s, p)} \]  
(19)

Continuing the recursion, we arrive at

\[ x_{n+1} = \mathcal{L}^{-1}_\tau \left( \sum_{i=0}^{n} \frac{p^i g(s, x_{n-i}, v_{n-i})}{h^{i+1}(s, p)} + \frac{p^n f_0(s)}{h^n(s, p)} \right) \]  
(20)

Using the linearity of the inverse Laplace-transform

\[ x_{n+1} = \sum_{i=0}^{n} \frac{p^i \mathcal{L}^{-1}_\tau \left( \frac{g(s, x_{n-i}, v_{n-i})}{h^{i+1}(s, p)} \right)}{h^n(s, p)} \]  
(21)

and similarly

\[ v_{n+1} = \sum_{i=0}^{n} \frac{p^i \mathcal{L}^{-1}_\tau \left( \frac{g(s, x_{n-i}, v_{n-i})}{h^{i+1}(s, p)} \right)}{h^n(s, p)} \]  
(22)

Since linear stability should be independent on the choice of the initial function, we further assume that \(f_0(s) = 0\). Thus

\[ x_{n+1} = \sum_{i=0}^{n} \frac{p^i \mathcal{L}^{-1}_\tau \left( \frac{g(s, x_{n-i}, v_{n-i})}{h^{i+1}(s, p)} \right)}{h^n(s, p)} \]  
(23)

and

\[ v_{n+1} = \sum_{i=0}^{n} \frac{p^i \mathcal{L}^{-1}_\tau \left( \frac{g(s, x_{n-i}, v_{n-i})}{h^{i+1}(s, p)} \right)}{h^n(s, p)} \]  
(24)

Since for any positive integer \(n\) the states \((x_n, v_n)\) depend on all previous states, (23, 24) describe an infinite-dimensional system of difference equations. In matrix form

\[
\begin{pmatrix}
  x_{n+1} \\
  v_{n+1} \\
  x_n \\
  v_n \\
  \vdots
\end{pmatrix}
= A
\begin{pmatrix}
  x_n \\
  v_n \\
  x_{n-1} \\
  v_{n-1} \\
  \vdots
\end{pmatrix}
\]  
(25)

It can be shown that the spectrum of the truncated system gets 'closer' to that of the infinite-dimensional system (25)
as the order is increased [10]. In our example

\[
x_{n+1} = \sum_{i=0}^{n} p^i L^{-1}_r \left( \frac{s + 2\zeta}{h^{i+1}(s, p)} \right) x_{n-i} + \\
\sum_{i=0}^{n} p^i L^{-1}_r \left( \frac{1}{h^{i+1}(s, p)} \right) v_{n-i}
\]  

(26)

\[
v_{n+1} = \sum_{i=0}^{n} p^i L^{-1}_r \left( \frac{s (s + 2\zeta)}{h^{i+1}(s, p)} \right) x_{n-i} + \\
\sum_{i=0}^{n} p^i L^{-1}_r \left( \frac{s}{h^{i+1}(s, p)} \right) v_{n-i}
\]  

(27)

and \(a_i, b_i, c_i, d_i\) can be read off from formulas (26, 27) as the coefficients of the corresponding \(x_i\) and \(v_i\).

What remains is to numerically determine the coefficients \(a_i, b_i, c_i, d_i\) and to locate the spectrum of the matrix \(A\). Numerical inversion of Laplace-transforms has been an exponentially (pun intended) growing area since the seminal paper of Dubner and Abate [6]. The recent bibliography of Valkó and Vojta [15] lists several hundred papers in this area. It is also known (see for example [14]) that for a proper rational function \(X(s)\) with real coefficients the inverse Laplace-transform can be expressed as a mixed exponential-power series

\[
L^{-1}_r(X(s)) = \sum_{i=1}^{r} \sum_{k=1}^{m_i} R_{ik} \frac{\tau^{k-1}}{(k-1)!} e^{p_i \tau}
\]

(28)

where the \(p_i\)'s \((i = 1, \ldots, r)\) are distinct poles of \(X(s)\) with multiplicities \(m_i\). The residues \(R_{ik}\) can be computed from

\[
R_{ik} = \frac{1}{(m_i - k)!} \lim_{s \to p_i} \frac{d^{m_i-k}}{ds^{m_i-k}} ((s-p_i)^{m_i} X(s))
\]

(29)

This formulation is well-suited to analytically study the properties of map \(A\).

IV. NUMERICAL RESULTS

Most commercially available numerical and symbolic software (such as MATLAB and Mathematica) have an efficient implementation of the inverse Laplace-transform. Here Mathematica was used to perform both the inverse Laplace-transforms and the eigenvalue calculations. For \(\tau = 4.67, p = 0.1, \zeta = 0.01\) the first 6 coefficients are shown Table 1.

<table>
<thead>
<tr>
<th>(i)</th>
<th>(a_i)</th>
<th>(b_i)</th>
<th>(c_i)</th>
<th>(d_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.17</td>
<td>-0.89</td>
<td>0.98</td>
<td>0.18</td>
</tr>
<tr>
<td>2</td>
<td>-0.21</td>
<td>-8 * 10^{-2}</td>
<td>-4 * 10^{-3}</td>
<td>-0.21</td>
</tr>
<tr>
<td>3</td>
<td>-9 * 10^{-3}</td>
<td>2 * 10^{-2}</td>
<td>-3 * 10^{-2}</td>
<td>-9 * 10^{-3}</td>
</tr>
<tr>
<td>4</td>
<td>1 * 10^{-3}</td>
<td>2 * 10^{-3}</td>
<td>-4 * 10^{-4}</td>
<td>1 * 10^{-3}</td>
</tr>
<tr>
<td>5</td>
<td>1 * 10^{-4}</td>
<td>8 * 10^{-5}</td>
<td>1 * 10^{-4}</td>
<td>1 * 10^{-4}</td>
</tr>
<tr>
<td>6</td>
<td>4 * 10^{-6}</td>
<td>2 * 10^{-6}</td>
<td>6 * 10^{-6}</td>
<td>4 * 10^{-6}</td>
</tr>
</tbody>
</table>

Table 1. Coefficients of map (25) for \(\tau = 4.67, p = 0.1, \zeta = 0.01\)

The coefficients very quickly (and monotonically in magnitude after the second terms) decay. The spectra for \(A_2, A_5, \) and \(A_8\) are shown in Fig. 1 together with the unit circle. Eigenvalues outside the unit circle represent unbounded solutions of the discrete map, thus imply the instability of the continuous system at the given parameter values.

![Fig. 1. Spectra for \(A_2, A_5, \) and \(A_8\) (left, middle, right). Parameter values \(\tau = 4.67, p = 0.1, \zeta = 0.01\).](image)

The spectra are also computed at the parameter values \(\tau = 6.25135, p = 0.6481, \zeta = 0.01\). Here two of the stability lobes intersect, hence the resulting time response contains undamped oscillations at two distinct frequencies (the ratio of these frequencies is close to 3/2). The spectra for \(A_2, A_5, A_{10}, \) and \(A_{15}\) are shown in Fig. 2. The two largest (in magnitude) pair of eigenvalues of \(A_{15}\) are \(0.9995 \pm 0.0309i\) and \(-0.999 \pm 0.0467i\). These eigenvalues are very close to the unit circle, implying a superposition of a two-frequency undamped oscillation and other decaying modes for the continuous problem. Note that the ratio of the imaginary parts is close to 3/2.

Finally, we use the method to numerically obtain a stability chart for (6). To determine stability of points on a grid in the \((\tau, p)\) space, we calculate the eigenvalues \(A_5\)
corresponding to a fixed \( \tau, p \) on the grid (\( \zeta = 0.01 \) is fixed). If all the eigenvalues are inside the unit circle, we deem system (6) stable at those parameter values, and color the gridpoint black. Fig. 3 shows the numerical stability chart together with the stability boundaries. Our method correctly identifies the stable and unstable regions.

V. CONCLUSIONS

In this paper a new method utilizing the combination of the method of steps and numerical inversion of Laplace transforms was introduced. At the heart of the method lies the truncation of the infinite-dimensional linear map, that acts on the initial values of the states at every time-delay interval. The method was shown to be simple, yet numerically effective in determining the stability of a delay-differential equation at a given point in parameter-space. While the convergence properties of the method are still under study, the efficiency and simplicity of the implementation is promising.
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