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Abstract—In this paper we consider nonlinear feedback hysteresis models. Since hysteresis is defined as a nontrivial input-output map under quasi-DC inputs, the relationship between step convergence and the hysteresis map of the model is investigated. The class of models that exhibit hysteresis is determined and the shape of the hysteresis map is characterized. We focus on the deadzone nonlinearity, which has implications for backlash modeling. Numerical examples are presented to verify the analysis.

I. INTRODUCTION

Hysteresis arises in diverse applications, including structural mechanics, aerodynamics, and electromagnetics. The word “hysteresis” connotes lag, although this nomenclature is misleading since delay per se is not the mechanism that gives rise to hysteresis. In this paper we show that multistability is the essential mechanism for hysteresis. Similar observations have been made in [1], [2], [3], [4].

Hysteretic systems are generally described as having memory. A more precise system-theoretic definition of hysteresis is the persistence of a nondegenerate input-output closed curve as the frequency of excitation tends toward DC. Such systems are inherently nonlinear since a linear system can have a quasi-DC phase shift corresponding to only a multiple of \( \pi/2 \). A hysteretic system whose input-output behavior is independent of frequency is called rate independent; when the periodic steady-state input-output behavior depends on the input frequency, the hysteretic system is rate dependent.

Various nonlinearities can give rise to hysteresis, as reflected by the diverse models that have been studied. The classical Preisach model [5] is given in terms of an integral whose kernel determines the shape of the hysteresis map; such models are generally rate independent. Alternatively, the finite-dimensional Duhem model [6], [7] is modeled by an ordinary differential equation whose vector field depends on the derivative of the input. The Duhem model can be either rate independent or rate dependent. Yet another model of hysteresis is the bifurcation model, in which a nonlinear feedback map gives rise to multiple asymptotically stable equilibria, the number of which varies as a function of the input [8, p. 17].

In mechanical engineering applications, perhaps the most familiar example of hysteresis is the backlash model, which represents free play in mechanical couplings. In practice, backlash often represents one of the main impediments to achievable performance, and efforts to model backlash and reduce its impact remain an active area of research [9], [10], [11], [12]. In its simplest form, backlash can be viewed as a feedback loop involving linear dynamics and a deadzone function. For example, the system in Figure 1 depicts a mechanical system with a free play interconnection, while the corresponding block diagram shown in Figure 2 consists of a feedback interconnection with a deadzone nonlinearity.

As shown in Figure 3 and noted in [13], this hysteretic system is rate dependent.

A slightly more complex example of the backlash model is given by the flexible rotating shafts in Figure 4 interconnected by a freeplay. In this case, the block diagrams in Figure 2 must be extended to the linear fractional transformation given in Figure 5.

A common feature of all of the above hysteresis models is multistability, that is, the existence of multiple attracting equilibria. The attracting equilibria may be isolated or they may constitute a continuum. In particular, the Duhem model has the property that, for every constant input, every state of the system is an equilibrium. In contrast, the bifurcation model has a finite number of isolated equilibria, while the backlash model has a continuum of equilibria that constitute a strip region in the input-output plane. An equilibrium that is not isolated cannot be asymptotically stable, although it can be semistable. The semistable equilibria, which constitute a subset of the Lyapunov-stable equilibria, are those equilibria for which a trajectory beginning in a neighborhood converges to a Lyapunov stable equilibrium; for details, see [14], [15].

In either case, that is, isolated or nonisolated, what is important from the point of view of hysteresis is the fact that the trajectory converges for constant inputs. Step convergence refers to the convergence of trajectories to
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Fig. 1. Mass-dashpot-spring system with a deadzone.

Fig. 2. Block diagram representation of the deadzone-based hysteresis model. For the mass-dashpot-spring system with a deadzone shown in Figure 1, \( G(s) = k/(ms^2 + cs) \) with \( u = r \) and \( y = q \).
particular, we consider an extension of the system shown in Figure 3, which the closed-loop system with a deadzone nonlinearity is hysteretic, and to characterize the shape of the hysteresis map. In Section 4, we introduce the deadzone-based hysteresis model and define the limiting equilibria set and the hysteresis map. Then we characterize the shape of the hysteresis map for different classes of the model. Finally, we consider the nonlinear feedback model as a generalization, followed by Conclusions.

II. DEADZONE-BASED HYSTERESIS MODEL

Consider the deadzone-based hysteresis model

$$\begin{align*}
\dot{x}(t) &= Ax(t) - Bd_{2w}(y(t) - u(t)), \\
y(t) &= Cx(t), \quad x(0) = x_0, \quad t \geq 0,
\end{align*}$$

(1)

(2)

where $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^n$, $C \in \mathbb{R}^{1 \times n}$, $u : [0, \infty) \to \mathbb{R}$ is continuous and piecewise $C^1$, and $d_{2w} : \mathbb{R} \to \mathbb{R}$ is a deadzone function with a width $2w$ given by

$$d_{2w}(v) = \begin{cases} v - w, & v > w, \\ 0, & |v| \leq w, \\ v + w, & v < -w. \end{cases}$$

(3)

Since the deadzone function is globally Lipschitz, the solution to (1) exists and is unique on all finite intervals. We also assume that $(A, B, C)$ is minimal. Note that (1), (2) can be represented as the block diagram shown in Figure 2 with $G(s) = C(sI - A)^{-1}B$.

Since $(A, B, C)$ is minimal, let $A$, $B$, and $C$ be given in the controllable canonical form

$$A = \begin{bmatrix} 0 & 1 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \\ -a_0 & -a_1 & \cdots & -a_{n-1} \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 1 \end{bmatrix}, \quad C = [c_0 \ c_1 \ \cdots \ c_{n-1}]^T.$$

(4)

Suppose $u(t) = \bar{u}$ is constant. Then the equilibrium $\bar{x}$ of (1) is given by

$$\bar{x} = [\bar{x}_1 \ 0 \ \cdots \ 0]^T,$$

(5)

where $\bar{x}_1$ satisfies

$$a_0\bar{x}_1 + d_{2w}(c_0\bar{x}_1 - \bar{u}) = 0.$$  

(6)

Note that $\bar{x}$ is determined only by $a_0$ and $c_0$. The following definition will be needed.

**Definition 2.1:** The limiting equilibria set $\mathcal{E}$ of (1), (2) is the set of points $(\bar{u}, C\bar{x}) \in \mathbb{R}^2$, where $\bar{u}$ and $\bar{x}$ satisfy (5) and (6).

The limiting equilibria set $\mathcal{E}$ is a possibly multivalued map between $\bar{u} \in \mathbb{R}$ and the corresponding equilibria of (1) determined by (2). Note that $\mathcal{E}$ is nonempty since, for all $\bar{u} \in [-w, w]$, $\bar{x}_1 = 0$ satisfies (6) and thus $\{(\bar{u}, 0) : \bar{u} \in [-w, w]\} \subseteq \mathcal{E}$.

We can characterize the limiting equilibria set $\mathcal{E}$ of (1), (2) by analyzing the solution of (6) in the following cases.
Case 1: Let \( a_0 \neq 0 \) and \( a_0 + c_0 = 0 \). Then (6) has the unique solution \( \bar{x}_1 = 0 \) for \( |u| < w \), or the continuum of solutions \( x_1 = \{ x \in \mathbb{R} : x \geq 0 \} \) for \( u = w \) and \( x_1 = \{ x \in \mathbb{R} : x \leq 0 \} \) for \( u = -w \). Hence \( \mathcal{E} \) is given by

\[
\mathcal{E} = \{ (w, y) \in \mathbb{R}^2 : y \geq 0 \} \\
\cup \{ (u, y) \in \mathbb{R}^2 : |u| \leq w, y = 0 \} \\
\cup \{ (-w, y) \in \mathbb{R}^2 : y \leq 0 \}.
\] (7)

Case 2: Let \( a_0 = 0 \). Then, for all \( u \in \mathbb{R} \), (6) has the continuum of solutions \( \bar{x}_1 = \{ x \in \mathbb{R} : \frac{u+w}{u-c_0} \leq x \leq \frac{u-w}{u+c_0} \} \) for \( c_0 > 0 \) and \( x_1 = \{ x \in \mathbb{R} : \frac{u+w}{u-c_0} \leq x \leq \frac{u-w}{u+c_0} \} \) for \( c_0 < 0 \). Hence \( \mathcal{E} \) is given by

\[
\mathcal{E} = \{ (u, y) \in \mathbb{R}^2 : u - w \leq y \leq u + w, u \in \mathbb{R} \}.
\] (8)

Case 3: Let \( a_0 \neq 0 \) and \( a_0 c_0 \geq 0 \), or \( a_0 \neq 0 \) and \( c_0 (a_0 + c_0) < 0 \). Then (6) has the unique solution \( \bar{x}_1 = \frac{1}{a_0 + c_0} d_{2w}(u) \) for all \( u \in \mathbb{R} \). Hence \( \mathcal{E} \) is given by

\[
\mathcal{E} = \left\{ \left( u, \frac{c_0}{a_0 + c_0} d_{2w}(u) \right) \in \mathbb{R}^2 : u \in \mathbb{R} \right\}.
\] (9)

Case 4: Let \( a_0 \neq 0 \) and \( c_0 (a_0 + c_0) > 0 \). Then (6) has the unique solution \( \bar{x}_1 = \frac{u+w}{a_0 + c_0} \) for \( u > w \) and \( \bar{x}_1 = \frac{u-w}{a_0 + c_0} \) for \( u < -w \), or non-unique solutions \( \bar{x}_1 = \{ \frac{u-w}{a_0 + c_0}, 0, \frac{u+w}{a_0 + c_0} \} \) for \( |u| < w \). Hence \( \mathcal{E} \) is given by

\[
\mathcal{E} = \left\{ \left( u, \frac{c_0 (u+w)}{a_0 + c_0} \right) \in \mathbb{R}^2 : u > -w \right\} \\
\cup \{ (u, 0) \in \mathbb{R}^2 : |u| < w \} \\
\cup \{ \left( u, \frac{c_0 (u-w)}{a_0 + c_0} \right) \in \mathbb{R}^2 : u < w \}.
\] (10)

Figure 6 shows that the limiting equilibria set \( \mathcal{E} \) for each case given by (7)–(10). The following definitions will be useful.

**Definition 2.2:** The nonempty set \( \mathcal{H} \subset \mathbb{R}^2 \) is a closed curve if there exists a continuous, piecewise \( C^1 \), and periodic map \( \gamma : [0, \infty) \to \mathbb{R}^2 \) such that \( \gamma([0, \infty)) = \mathcal{H} \).

Definition 2.2 implies that every closed curve is a compact and connected subset of \( \mathbb{R}^2 \). For closed curves \( \mathcal{H}_1, \mathcal{H}_2 \), define the Hausdorff metric [16, p. 104]

\[
d(\mathcal{H}_1, \mathcal{H}_2) \triangleq \max \left\{ \sup_{\eta_1 \in \mathcal{H}_1} \left( \inf_{\eta_2 \in \mathcal{H}_2} \| \eta_1 - \eta_2 \| \right), \sup_{\eta_2 \in \mathcal{H}_2} \left( \inf_{\eta_1 \in \mathcal{H}_1} \| \eta_1 - \eta_2 \| \right) \right\},
\]

where \( \| \cdot \| \) is a norm on \( \mathbb{R}^2 \). Since \( \mathbb{R}^2 \) with the metric \( d(x, y) \triangleq \| x - y \| \) is complete, the set of closed curves with \( d(\cdot, \cdot) \) is a complete metric space.

**Definition 2.3:** Let \( u : [0, \infty) \to [u_{\min}, u_{\max}] \) be continuous, piecewise \( C^1 \), periodic with period \( \alpha \), and have exactly one local maximum \( u_{\max} \in [0, \alpha] \) and exactly one local minimum \( u_{\min} \in [0, \alpha] \). For all \( T > 0 \), define \( u_T(t) \triangleq u(\alpha t/T) \), assume that there exists \( x_T : [0, \infty) \to \mathbb{R}^n \) that is periodic with period \( T \) and satisfies (1) with \( u = u_T \), and let \( y_T : [0, \infty) \to \mathbb{R} \) be given by (2) with \( x = x_T \) and \( u = u_T \). For all \( T > 0 \), the periodic input-output map \( \mathcal{H}_T(u_T, y_T) \) is the closed curve \( \mathcal{H}_T(u_T, y_T) \triangleq \{(u_T(t), y_T(t)) : t \in [0, \infty)\} \), and the limiting periodic input-output map \( \mathcal{H}_\infty(u) \) is the closed curve \( \mathcal{H}_\infty(u) \triangleq \lim_{T \to \infty} \mathcal{H}_T(u_T, y_T) \) if the limit exists and is independent of \( y_T \). If there exist \((u, y_1), (u, y_2) \in \mathcal{H}_\infty(u)\) such that \( y_1 \neq y_2 \), then \( \mathcal{H}_\infty(u) \) is a hysteresis map, and the deadzone-based hysteresis model is hysteretic.

**Example 2.1:** Reconsider the mass/dashpot/spring with gap in Figure 1 modeled by

\[
m \ddot{x}(t) + c \dot{x}(t) + k d_{2w}(x(t) - u(t)) = 0,
\] (11)

with \( x(0) = x_0, t \geq 0 \). The model (11) is equivalent to (1), (2) with

\[
A = \begin{bmatrix} 0 & 1 \\ 0 & -\frac{c}{m} \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad C = \begin{bmatrix} \frac{k}{m} & 0 \end{bmatrix}.
\]

Since \( a_0 = 0 \), (11) satisfies case 2 and the limiting equilibria set \( \mathcal{E} \) of (11) is given by \( \mathcal{E} = \{ (u, y) \in \mathbb{R}^2 : u - w \leq y \leq u + w, u \in \mathbb{R} \} \).

Now, setting \( A = 0, B = \frac{k}{m} \), and \( C = 1 \) yields the single integrator with deadzone hysteresis model [13]

\[
m \ddot{x}(t) + k d_{2w}(x(t) - u(t)) = 0.
\] (12)

Since \( A = a_0 = 0 \), (12) also satisfies case 2 and thus \( \mathcal{E} = \{ (u, y) \in \mathbb{R}^2 : u - w \leq y \leq u + w, u \in \mathbb{R} \} \). Note that \( \mathcal{E} \) of (11) and \( \mathcal{E} \) of (12) are identical, since \( a_0 \) is the same for both models.

**III. Step Convergence and the Deadzone-Based Hysteresis Model**

In this section we investigate the relationship between step convergence and the deadzone-based hysteresis model.
is not step convergent, $H$ the input-output map with gap modeled by (11) with $u(t) = \bar{u}$. The system (1) is step convergent if $\lim_{t \to \infty} x(t)$ exists for all $x_0 \in \mathbb{R}^n$ and for all $\bar{u} \in \mathbb{R}$.

Suppose (1) is step convergent. Then it follows from [15] that $\lim_{t \to \infty} x(t)$ exists for every constant $u(t) = \bar{u}$ and is an equilibrium of (1). Now, let $u(t) \in [u_{\min}, u_{\max}]$ be periodic with period $\alpha$. Let $u_T(t) = u(\alpha t/T)$ and suppose the periodic input-output map $H_T(u_T, y_T)$ exists for all $T > 0$. Furthermore, assume the limiting periodic input-output map $H_\infty(u)$ exists.

Definitions 2.3 and 3.1 suggest that there exists a close relationship between $H_\infty(u)$ and the limiting equilibria set $E$ of (1), (2). The set $H_\infty(u)$ represents the response of the system in the limit of DC operation. Therefore, each element of $H_\infty(u)$ can be viewed as the limit of a sequence of points of $H_T(u_T, y_T)$ as $T \to \infty$, that is, for increasingly slower inputs. Consequently, the limiting point $(\bar{u}, \bar{y}) \in H_\infty(u)$ arises from an equilibrium under the constant input $u(t) = \bar{u}$. This observation indicates that the step convergence of (1), (2) is a necessary condition for the existence of $H_\infty(u)$.

However, not every limiting point in $H_\infty(u)$ is in $E$. If (1), (2) has a bifurcation, that is, a change in the qualitative structure of the equilibria as $u$ changes, then the solution of (1), (2) can alternate between the subsets of $E$. In this particular case, the limiting periodic input-output map $H_\infty(u)$ contains vertical components that connect subsets as illustrated in Example 4.2 below. With the exception of the vertical transition trajectories between subsets of $E$, this observation suggests that $H_\infty(u) \subseteq E$.

The relationship between $H_\infty(u)$ and $E$ elucidates the mechanism of hysteresis in the nonlinear feedback hysteresis model. Since Definition 2.3 requires that the hysteretic limiting periodic input-output map have (at least) two distinct points $(u, y_1)$ and $(u, y_2)$, a necessary condition for (1), (2) to be hysteretic is that $E$ be a multivalued map.

**Example 3.1:** Consider (1), (2) with
\[
A = \begin{bmatrix} 0 & 1 \\ 0 & 2 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad C = \begin{bmatrix} 2 & 3 \end{bmatrix},
\]
and $w = 0.5$. Figure 7 shows the step response with $u(t) = 0.5$ and $x_0 = [1 \ 2]^T$. Since $x(t)$ does not converge as $t \to \infty$, this system is not step convergent. Figure 8 shows the input-output map with $u(t) = \sin \omega t$. Since the model is not step convergent, $H_\infty(u)$ does not exist.

**Example 3.2:** Reconsider the mass/dashpot/spring with gap modeled by (11) with $u_T(t) = \sin \frac{\pi}{T} t$. Figure 3 shows that $H_T(u_T, y_T)$ converges to a hysteretic limiting input-output map, and thus (11) is hysteretic. Note that $E$ consists of points arising from a continuum of input-dependent equilibria. Suppose $u_T$ is sufficiently slow and the solution of (11) converges to an equilibrium in the continuum of equilibria, and thus $(u_T, y_T)$ is in the interior of $E$. When $u_T$ changes, the state remains in the continuum of equilibria and thus $y_T$ is constant. Therefore $(u_T, y_T)$ horizontally traverses the interior of $E$ until it reaches the boundary of $E$. Now when $(u_T, y_T)$ leaves the boundary of $E$, the solution returns to the boundary of the set of continua, and $(u_T, y_T)$ follows the boundary of $E$ as $u_T$ changes. Consequently, the limiting input-output map $H_\infty(u)$ of (11) consists of two horizontal components and parts of the boundary of $E$ as shown in Figure 9.

**IV. HYSTERESIS MAP OF THE STEP-CONVERGENT DEADZONE-BASED HYSTERESIS MODEL**

In this section we consider the step-convergent deadzone-based hysteresis model (1), (2) and investigate the resulting hysteresis maps. Specifically, let (1), (2) be step convergent.
Then $\mathcal{E}$ is given by either (8), (9), or (10). Note that $\mathcal{E}$ cannot be given by (7) since, if $a_0 + c_0 = 0$, the equilibrium does not exist for constant inputs $u$ such that $|u| > w$ and thus the system is not step convergent. Suppose $a_0 = 0$ (case 2) and thus $\mathcal{E}$ is given by (8). Then $\mathcal{E}$ is a multivalued map as shown in Figure 6b. Therefore $\mathcal{H}_\infty(u)$ is hysteretic as shown in Figure 10a. Now, suppose $a_0 \neq 0$ and $a_0c_0 \geq 0$, or $a_0 \neq 0$ and $c_0(a_0 + c_0) < 0$ (case 3) and thus $\mathcal{E}$ is given by (9). Then $\mathcal{E}$ is a single-valued map as shown in Figure 6c. Therefore $\mathcal{H}_\infty(u)$ is not hysteretic as shown in Figure 10b. Finally, suppose $a_0 \neq 0$ and $c_0(a_0 + c_0) > 0$ (case 4) and thus $\mathcal{E}$ is given by (10). Then $\mathcal{E}$ is a single-valued map for $|u| < w$ and a multivalued map for $|u| > w$ shown in Figure 6d. Therefore $\mathcal{H}_\infty(u)$ is hysteretic when $\max_{t \geq 0} u(t) \geq w$ and $\min_{t \geq 0} u(t) \leq -w$ as shown in Figure 10c.

Table I summarizes the characteristics of $\mathcal{H}_\infty(u)$ for these cases.

**Example 4.1:** Consider (1), (2) with

$$A = \begin{bmatrix} 0 & 1 \\ -1 & -2 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 2 \end{bmatrix},$$

and $w = 0.5$. Since $a_0 = 1 \neq 0$ and $a_0c_0 = 1 \geq 0$, the model satisfies case 3, and $\mathcal{H}_\infty(u)$ is not hysteretic from Table I. Figure 11 shows that the periodic input-output map converges to a single-valued map.

**Example 4.2:** Reconsider (1), (2) with

$$A = \begin{bmatrix} 0 & 1 \\ 1 & -2 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad C = \begin{bmatrix} 2 & 0 \end{bmatrix},$$

and $w = 0.5$. Since $a_0 = -1 \neq 0$ and $c_0(a_0 + c_0) = 2 > 0$, the model is case 4, and $\mathcal{H}_\infty(u)$ is hysteretic from Table I. Figure 12 shows that the periodic input-output map converges to a hysteretic map.

### Table I

<table>
<thead>
<tr>
<th>Case</th>
<th>$a_0$</th>
<th>Characteristics of $\mathcal{H}_\infty(u)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$a_0 = 0$</td>
<td>hysteretic</td>
</tr>
<tr>
<td>3</td>
<td>$a_0 \neq 0$ and $a_0c_0 \geq 0$, or $a_0 \neq 0$ and $c_0(a_0 + c_0) &lt; 0$</td>
<td>not hysteretic</td>
</tr>
<tr>
<td>4</td>
<td>$a_0 \neq 0$ and $c_0(a_0 + c_0) &gt; 0$</td>
<td>hysteretic if $\max_{t \geq 0} u(t) \geq w$ and $\min_{t \geq 0} u(t) \leq -w$.</td>
</tr>
</tbody>
</table>

**Fig. 10.** The limiting periodic input-output map $\mathcal{H}_\infty(u)$ (solid) and the limiting equilibria set $\mathcal{E}$ (dashed) of (a) case 2, (b) case 3, and (c) case 4.

**Fig. 11.** $\mathcal{H}_T(u_T, y_T)$ and $\mathcal{E}$ for Example 4.1 with $u_T(t) = \sin \frac{2\pi}{T}t$. Note that this model is case 3 and is not hysteretic.

**Fig. 12.** $\mathcal{H}_T(u_T, y_T)$ and $\mathcal{E}$ for Example 4.2 with $u_T(t) = \sin \frac{2\pi}{T}t$. Note that this model is case 4 and $\mathcal{H}_T$ converges to a hysteresis map.

**V. NONLINEAR FEEDBACK MODEL**

As a generalization of the deadzone-based hysteresis model, consider the nonlinear feedback model

$$\dot{x}(t) = Ax(t) + D_1u(t) + By_\phi(t), \quad (13)$$

$$y(t) = Cx(t) + D_2u(t) + Dy_\phi(t), \quad (14)$$

$$u_\phi(t) = E_1x(t) + E_0u(t) + E_2y_\phi(t), \quad (15)$$

$$y_\phi(t) = \phi(u_\phi(t)), \quad x(0) = x_0, \quad t \geq 0, \quad (16)$$

where $\phi : \mathbb{R} \to \mathbb{R}$ is a memoryless nonlinearity. We assume that $\phi$ is globally Lipschitz and thus the solution of (13)–(16) exists and is unique on all finite intervals. Under these assumptions, $x$ and $y$ are $C^1$. We also assume that $(A, B, C)$ is minimal.

Let $G_{11}(s) \triangleq C(sI_n - A)^{-1}D_1 + D_2$, $G_{12}(s) \triangleq C(sI_n - A)^{-1}B + D$, $G_{21}(s) \triangleq E_1(sI_n - A)^{-1}D_1 + E_0$, and $G_{22}(s) \triangleq E_1(sI_n - A)^{-1}B + E_2$. Then (13)–(16) can be interpreted as the linear fractional transformation
between the nonlinearity \( \phi(\cdot) \) and the transfer functions \( G_{11}, G_{12}, G_{21}, \) and \( G_{22} \), which corresponds to the feedback interconnection of Figure 5.

The nonlinear feedback hysteresis model (13)–(16) can be simplified as follows. Let \( E = D = D_2 = E_0 = 0, \ D_1 = B, \) and \( E_1 = C \). Then (13)–(16) can be simplified as

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + B(u(t) + \phi(y(t))), \\
y(t) &= Cx(t), \quad x(0) = x_0, \quad t \geq 0.
\end{align*}
\]

(17) (18)

Figure 13 shows the feedback interconnection of (17), (18)

Note that Figure 13 is a special case of Figure 5 with

\[
\begin{bmatrix}
G_{11}(s) & G_{12}(s) \\
G_{21}(s) & G_{22}(s)
\end{bmatrix} = \begin{bmatrix}
G(s) & G(s) \\
G(s) & G(s)
\end{bmatrix},
\]

(19)

Now, consider (13)–(16) with \( E_2 = D = D_2 = 0, \ D_1 = 0, \) \( E_0 = 1, \) and \( E_1 = -C \). Then an alternative specialization of (13)–(16) is given by the deadzone-based hysteresis model (1), (2). Note that the feedback interconnection in Figure 2 is a special case of Figure 5 with

\[
\begin{bmatrix}
G_{11}(s) & G_{12}(s) \\
G_{21}(s) & G_{22}(s)
\end{bmatrix} = \begin{bmatrix}
0 & G(s) \\
1 & -G(s)
\end{bmatrix},
\]

(20)

and with \( \phi = d_{2w} \).

The nonlinear feedback model can exhibit hysteresis maps of various shapes, see Figure 14. Each combination of linear dynamics and nonlinearities generates multiple attracting equilibria and multivalued limiting equilibria sets, and the step convergence of the closed-loop system gives rise to the hysteresis maps.

VI. CONCLUSION

In this paper we considered a nonlinear feedback model for hysteresis with emphasis on the deadzone nonlinearity. The relationship between step convergence and the hysteresis maps of the model was investigated. The class of models that exhibit hysteresis was determined and the shape of the hysteresis maps was related to the limiting equilibria set. The numerical examples verified the proposed analysis.
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