Controller Design Methods for Driving Systems Based on Extensions of Symmetrical Optimum Method with DC and BLDC Motor Applications
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Abstract: The paper gives design methods dedicated to speed control of Direct Current (DC) and Brushless Direct Current (BLDC) motors in the framework of servo systems. Two design approaches are offered for position and speed control of servo systems with inner current control loops. The PI and PID controllers in these approaches are tuned on the basis the Extended Symmetrical Optimum method and of the double parameterization of Symmetrical Optimum method. Cost-effective features are ensured by simple controller designs and easy implementations, and they are illustrated by means of a case study that includes simulation results. A two-degree-of-freedom interpretation is given. A BLDC motor application applied to mechatronic systems is presented.
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1. INTRODUCTION

The basic version of the Symmetrical Optimum method (SO-m) was given by Kessler (Kessler, 1958) for design situations that correspond to benchmark-type process models and to PI and PID controllers as representative one-degree-of-freedom (1-DOF) controllers. Using an adequately selected controller (Åstrom and Hägglund, 1995) in the open-loop transfer function (t.f.) \( H_0(s) \), a double pole in the origin is ensured (by the SO-m):

\[
H_0(s) = C(s) \cdot P(s) = \frac{k_C (1 + s T_2)}{s^2 (1 + s T_1^2)},
\]

where \( C(s) \) – the controller t.f. (PI(D) type) and \( P(s) \) – the controlled process t.f. Accordingly, the closed-loop t.f. with respect to the reference input \( r \), \( H_r(s) \), can be expressed as

\[
H_r(s) = \frac{b_0 + b_1 s}{a_0 + a_1 s + a_2 s^2 + a_3 s^3}.
\]

The “optimal” controllers' parameters are obtained imposing the conditions

\[
2a_0a_2 = a_1^2, \quad 2a_1a_3 = a_2^2.
\]

Consequently, the parameters of PI and PID controllers can be computed (and permanently updated online) by means of compact formulas. Many new tuning techniques based on the SO-m and on the Modulus Optimum method (MO-m) have been developed and used in industrial applications during the last years. The extension of SO-m with specification of closed-loop resonant peak is proposed in (Loron, 1997). Many applications of SO-m and MO-m were discussed in (Quevedo and Escobet, 2000; Landau and Zito, 2006) and recently in (Scali et al., 2011). The robust speed control of electrical drives is analyzed in (Akpolat et al., 2000). A PID controller design with guaranteed gain and phase margins is proposed in (Ho and Wang, 2003). The tuning of PID controllers based on sensitivity margin specification is discussed in (Dormido and Morilla, 2004). The disturbance rejection performance of PID controllers is improved in (Vrančić et al., 2010). Attractive PID tuning rules for servo and regulation control problems are offered in (Arrieta et al., 2011). The design of two-degree-of-freedom (2-DOF) PI controllers based on events is given in (Sánchez et al., 2011). Focused on obtaining better dynamics of the control structure, enhancement of robustness and enlarging the application areas, we have introduced recently two efficient control design techniques, the Extended Symmetrical Optimum method (ESO-m) (Preitl and Precup, 1999) and the Double Parameterization of the Symmetrical Optimum method (2p-SO-m) (Preitl, 2008) described in Section 2. The methods allow the online computation of controllers’ parameters for a maximum guaranteed phase margins (including the case of variable parameters in \( P(s) \)), and have practical importance in the design of robust speed controllers (Preitl et al., 2002).

The presented design techniques have also various subsequent extensions: versions 2-DOF PID structures, sliding-mode PI controllers, PI-fuzzy controllers, structures with switching control algorithms. These techniques are...
exemplified on Brushless Direct Current motor (BLDC-m) and also on DC motor (DC-m) servo systems characterized by Variable Moment of Inertia (VMI) where the use of controllers adapted to the operating point is necessary; they can be applied easily to other mechatronic systems (Isserman, 2005; Scali et al., 2011).

The paper is structured as follows: a short overview, some particularities and performance improvements concerning the ESO-m and the 2p-SO-m are presented in Section 2. Section 3 gives connections and interpretation details related to 2-DOF PI(D) controllers. Section 4 presents a case study concerning a low-power servo system application with BLDC motor. Section 5 is dedicated to the concluding remarks.

2. DESIGN METHODS, PERFORMANCE IMPROVEMENTS AND IMPLEMENTATION ISSUES

The ESO-m and the 2p-SO-m are generalized forms of SO-m. They are recommended mainly in three cases presented as follows.

The first case, specific to position control systems, is applied for processes with the t.f.s \( P(s) \) characterized by an integral component (benchmark-type forms):

\[
P(s) = \frac{k_p}{s(1+sT_2^m)} , \quad (4)
\]

\[
P(s) = \frac{k_p}{s(1+sT_z^m)(1+sT_1^m)} , \quad (5)
\]

where \( k_p \) is the process gain, \( T_1^m \) is the mechanical time constant, \( T_z^m \) is the small time constant (electrical plus additional time constants), and \( T_1^m \gg T_z^m \).

The second case refers to speed control applications, i.e., for processes with the t.f.s \( P(s) \) without integral components:

\[
P(s) = \frac{k_p}{(1+sT_1^m)(1+sT_2^m)} , \quad (6)
\]

\[
P(s) = \frac{k_p}{(1+sT_2^m)(1+sT_z^m)(1+sT_1^m)} , \quad (7)
\]

where \( T_1^m \gg T_2^m \) and \( T_1^m \gg T_z^m \). The t.f.s expressed in (6) and (7) are valid if the condition \( T_1^m > 4T_z^m \) is fulfilled. This condition occurs in modeling of BLDC-m (similar to DC-m) using a simplified t.f. to ensure a factorization of denominator polynomial in the mechanical time constant and electrical (and small) time constant. The parameters \( k_p \) and \( T_1^m \) can be time-variable in many applications (Grimble and Hearns, 1999).

The third case corresponds to time-variable reference input speed control structures (CSS), where the applications require small control errors and the presence of a second integral component (\( q_0 = 2 \) in Table 1) in the controller t.f. (and, finally, in \( H_e(s) \)). \( q_0 \) in Table 1 is the number of integral (1) components in \( H_e(s) \), the subscript \( \infty \) associated to a certain variable points out the steady-state value of that variable, \( y_e^\infty \) is the steady-state value of controlled output \( y \), and \( e_e^\infty \) is the steady-state value of control error \( e \).

### Table 1. Steady-state values of output and of control error for different values of \( q_0 \)

<table>
<thead>
<tr>
<th>( q_0 )</th>
<th>( y_e^\infty )</th>
<th>( q_0 = 0 )</th>
<th>( q_0 = 1 )</th>
<th>( q_0 = 2 )</th>
<th>( q_0 = 0 )</th>
<th>( q_0 = 1 )</th>
<th>( q_0 = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{1}{s}r_e^\infty = \frac{k_0}{1+k_0} \cdot r_e )</td>
<td>( 1 \cdot r_e )</td>
<td>( 1 \cdot r_e )</td>
<td>( 0 \cdot r_e )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \frac{1}{s}r_e^\infty = \infty )</td>
<td>( \infty )</td>
<td>( \infty )</td>
<td>( 0 \cdot r_e )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In the first two cases all situations given in Table 1 show that an 1-DOF PI or PID controller is used. The extension of the controller with a second I component is recommended in the third case; in such cases the controller is characterized by an 1+PI(D) structure, and an Anti-Windup-Reset (AWR) measure is recommended to be implemented in both I components as shown in Fig. 1. The given double circuit structure for the AWR is relatively simple, and it can provide good performance for variable reference inputs; so, the control error would tend to be of the same sign for a long time. Another more complicated multiple AWR structure is exemplified in (Boada et al., 2010).

![Fig. 1. Double integrating PI(D) controller structure with double AWR measure (u – control signal).](image)

The PI and PID controller t.f.s are given in (8) and (9), respectively:

\[
C(s) = \frac{k_c}{s(1+sT_c)} , \quad (8)
\]

\[
C(s) = \frac{k_c}{s(1+sT_c)(1+sT'_c)} , \quad (9)
\]

where \( k_c \) is the controller gain, and \( T_c \) and \( T'_c \) are the controller time constants.

The two extensions of SO-m presented as follows aim increased values of the phase margin, good (better) tracking performance and efficient disturbance rejection. Both methods are based on the following generalized form of SO-m optimization relations (3):

\[
\sqrt{\beta a_2} a_1 = a_2^2 , \quad \sqrt{\beta a_2} a_1 = a_2^2 , \quad (10)
\]

where \( \beta \) is the design parameter. The ESO-m can be applied in the first and third cases presented before, where the pole-
zero cancellation in \( H_0(s) \) (in the case of PID controllers, \( T'_c = T_1 \)) simplifies the controller tuning to very simple and clear relations. Applying (10) to (1) and (2) leads to

\[
H_0(s) = \frac{1 + \beta T_z s}{\beta_0 T_z s^2 (1 + T_z s)}, \tag{11}
\]

\[
H_c(s) = \frac{1 + \beta T_z s}{\beta T_z^3 s^3 + \beta T_z^2 s^2 + \beta T_z s + 1}
= \frac{1 + \beta T_z s}{(1 + \sqrt{\beta} T_z s)(1 + (\beta - \sqrt{\beta}) T_z s + \beta T_z^2 s^2)}, \tag{12}
\]

and the controller tuning relations for PI(D) controllers are:

\[
k_c = \frac{1}{\beta_0 \sqrt{\beta k_p T_z}}; T_c = \beta T_z; T'_c = T_1; \tag{13}
\]

As result regarding the SO-m (a particular case of ESO-m for \( \beta = 4 \)), a controllable improvement of CS performance indices as function of \( \beta \) is ensured. Fig. 2 illustrates the CS performance indices, as overshoot \( \sigma \), normalized first settling time \( t_1 = t_1 / T_z \), normalized settling time \( t_s = t_s / T_z \) and phase margin \( \phi_m \), as functions of the design parameter \( \beta \).

The value of \( \beta \) is set by the designer, usually \( 9 < \beta < 16 \), according to the performance specifications.

![Fig. 2. Specific performance indices versus \( \beta \) for ESO-m.](image)

The ESO-m can guarantee a minimum value of the phase margin for processes with a variable \( k_p \) or/and \( T_z \) (but not only for these ones). The tuning conditions (13) allow the online controller tuning in the framework of adaptive control.

The 2p-SO-m is applicable to speed control of processes characterised by large differences between time constants, viz. \( T_c >> T_z \) and \( T_c >> T_z \) (in the t.f.s (6) and (7)). This method is based on two design parameters, \( \beta \) (used in ESO-m) and \( m = T_z / T_c \), and it ensures efficient rejection of disturbance rejection (for additive load-type disturbances applied to process input), improvement of \( \phi_m \), and good tracking performance. The tuning relations specific to the 2p-SO-m are (Preitl, 2008):

\[
k_c = \frac{(1 + m)^3}{\beta_0 \sqrt{\beta k_p T_z m}}; T_c = \beta T_z \frac{1 + (2 - \sqrt{\beta}) m + m^2}{(1 + m)^3}; T'_c = T_1; \tag{14}
\]

for \( m << 0.25 \). Similarly to (13), the tuning conditions (14) allow online controller parameter tuning as function of the measured or calculated (variable) process parameters.

The main advantage of the 2p-SO-m in comparison with the classical MO-m concerns performance improvement for large differences between processes’ time constants. However, the CS performance can be improved in terms of different solutions. Fig. 3 illustrates several particular controller structures with non-homogenous dynamics with respect to the two inputs (Precup and Preitl, 1999). Each controller block can be characterized by its own t.f.s. The approach presented in Fig 3 permits also an easy 2-DOF interpretation of the design (Araki and Taguchi, 2003).

![Fig. 3. Typical controller structures and particular forms of the modules.](image)

A first solution concerns the appropriately designed reference filters with the t.f. \( F_r(s) \) that can ensure efficient pole-zero cancellations. The following first version of reference filter compensates only the effect of the zero in (12):

\[
F_r(s) = 1 + \frac{1}{1 + \beta T_z s}. \tag{15}
\]

The CS is characterized in the relation \( r \rightarrow \tilde{r} \rightarrow y \) by the closed-loop system t.f. \( \tilde{H}_c(s) \) which exhibits an oscillatory behaviour only for \( \beta < 9 \):

\[
\tilde{H}_c(s) = \frac{1}{(1 + \beta T_z s)(1 + (\beta - \sqrt{\beta}) T_z s + \beta T_z^2 s^2)}. \tag{16}
\]

A second version of reference filter compensates the effects of the complex-conjugated poles and of the zero as well:

\[
F_r(s) = \frac{(1 + (\beta - \sqrt{\beta}) T_z s + \beta T_z^2 s^2)}{(1 + \beta T_z s)(1 + s T_z)}. \tag{17}
\]

Consequently, the CS in the relation \( r \rightarrow \tilde{r} \rightarrow y \) exhibits an a-periodically behaviour:

\[
\tilde{H}_c(s) = \frac{1}{(1 + \beta T_z s)(1 + s T_z)}. \tag{18}
\]

In the case of 2p-SO-m, two parameters (\( \beta \) and \( m \)) are used to characterize the filters' t.f.s (having the same structure).

### 3. 2-DOF CONTROLLER INTERPRETATIONS

The extended controller structure given in Fig. 3 can ensure efficient performance improvement and also a 2-DOF interpretation of the design. Three such 2-DOF CSs are presented in Fig. 4 and referred to as (Precup et al., 2009) the
reference input filter structure Fig. 4 (a), the feed-forward structure (Fig. 4 b), and the feedback structure (Fig. 4 c).

Some examples of connections between 2-DOF and extended 1-DOF controller structures are presented in Table 2, where: P – proportional, D – derivative, I – integral, L1(2) – first (second) order lag filter. The choice of a certain representation of the controller depends on the structure of the available (designed) main controller and on the adopted algorithmic design method.

### Table 2. Connections between 2-DOF controllers and extended 1-DOF controller structures

<table>
<thead>
<tr>
<th>Fig. 4 a</th>
<th>( P(s) )</th>
<th>( F(s)C(s) )</th>
<th>( C(s) )</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 4 b</td>
<td>-</td>
<td>( C_P )</td>
<td>( C(s) - C(s) )</td>
<td>-</td>
</tr>
<tr>
<td>Fig. 4 c</td>
<td>( C_P )</td>
<td>( C(s) )</td>
<td>( C(s) )</td>
<td>-</td>
</tr>
<tr>
<td>( \alpha_1 ), ( \alpha_2 )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>PID</td>
<td>1-DOF</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>PDL2</td>
<td>DL1</td>
<td>PID</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>PD2 L2</td>
<td>P</td>
<td>PID</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>PL2</td>
<td>PDL2</td>
<td>1-DOF with non-homogenous behaviour</td>
</tr>
</tbody>
</table>

The digital implementation can be supported by the classical informational diagram presented in Fig. 5 which also illustrates the switching between two (or more) control algorithms referred as c.a. (1) and c.a. (2). Each control algorithm can be designed on the basis of locally linearized process models. The bumpless switching of the control algorithms needs a permanent modification of the parameters \( \nu \) with \( \nu = 0 \) or \( 1 \) (in case of PI controllers) and \( i = 1 \ldots j \) (j – the number of control algorithms).

The measurement of \( r_j(t) \) enables the continuous modification of the moment of inertia expressed as:

\[
\nu_j(t) = \text{const} \Rightarrow r_j(t) = k / r_j(t).
\]

In the symmetrical operating mode (Nasar and Boldea, 2005) the mathematical models of BLDC-m and DC-m are very close. This aspect leads to similarities in the controller design and to cost-effective implementations. In case of BLDC-m based drives the current switching is obtained by specialized converters with commutation time determined by the position of the rotor. The block diagram of BLDC-m with permanent magnets contains the PWM inverter, the current and speed sensors and the controllers. An on-off controller with hysteresis is used in the inner current control loop; the phase selection block ensures the proper switching of the phases and the initialization (Stînean et al., 2011); a PI(D) controller is used in the main speed control loop. This application simulates a winding process with VMI and constant linear speed, \( v(t) = \text{const} \) (Fig. 6), where the reference input is the linear speed of the enrolled material which must be constant; so the desired angular speed (\( \omega \)) must be correlated with the modification of the working roll radius \( r \); the controller parameters must be tuned and retuned as well.

To treat the first aspect, the following condition must be fulfilled:

\[
v_j(t) = \text{const} \Rightarrow r_j(t) = k / r_j(t).
\]

The symmetrical operating mode (Nasar and Boldea, 2005) the mathematical models of BLDC-m and DC-m are very close. This aspect leads to similarities in the controller design and to cost-effective implementations. In case of BLDC-m based drives the current switching is obtained by specialized converters with commutation time determined by the position of the rotor. The block diagram of BLDC-m with permanent magnets contains the PWM inverter, the current and speed sensors and the controllers. An on-off controller with hysteresis is used in the inner current control loop; the phase selection block ensures the proper switching of the phases and the initialization (Stînean et al., 2011); a PI(D) controller is used in the main speed control loop. This application simulates a winding process with VMI and constant linear speed, \( v(t) = \text{const} \) (Fig. 6), where the reference input is the linear speed of the enrolled material which must be constant; so the desired angular speed (\( \omega \)) must be correlated with the modification of the working roll radius \( r \); the controller parameters must be tuned and retuned as well.

To treat the first aspect, the following condition must be fulfilled:

\[
v_j(t) = \text{const} \Rightarrow r_j(t) = k / r_j(t).
\]

The measurement of \( r_j(t) \) enables the continuous modification of the moment of inertia expressed as:
\[ J_e(t) = \frac{1}{2} \rho \pi l r_e^4(t). \]  

(20)

The inner loop can be characterized generally by simplified benchmark-type second-order t.f.s connected to the operating point; the speed controller is a PI one, extended with an I component (to ensure good tracking properties). The resulting open-loop t.f. (1) has \( T_e = T_k = T_\infty \) (the mechanical time constant which is time-variable and must be compensated), \( k_i = k_p k_i \), \( T_i \gg T_\infty \). To ensure a desired phase margin, the open-loop gain \( k_0 \) must be maintained constant and the permanent recalculation of \( k_e \) according to (13) must be used (on the basis of the ESO-m).

A BLDC-m-based servo system with VMI characterized by the following parameters: \( p=2 \), \( R_o = 1 \) \( \Omega \), \( L_o = 0.02 \) H, \( V_{dc} = 220 \) V, \( J_{e0} = 0.005 \) kg m\(^2\), is considered. The inner control loop ensures a second-order (with lag) process behaviour characterized by (6) with \( k_p = 40 \), \( T_i = 0.03 \) s and \( T_\infty = 0.015 \) s. The controlled parameters of BLDC-m, \( \theta \) and \( lpm \), were set to ensure that the motor can operate at any desired speed within \( 0 \leq \omega \leq 314 \) s\(^{-1}\).

The ESO-m’s PI controller tuning conditions (13) are applied setting the value \( \beta = 12 \) for the average value for \( J_e(t) \), without parameter adaptation and AWR measures. The simulation scenario consists of a the starting regime (starting the BLDC motor, from 0 to 1 s), the constant reference for the linear speed (from 1 s to 1.5 s), the winding process starting (from 1.5 s to 3 s); the winding process stopping (from 3 s to 3.5 s) and the stopping regime for the BLDC-m, (from 3.5 s to 4.5 s). These regimes aim the modification of the angular speed \( \omega \) to ensure the desired linear speed \( v \), accompanied by increasing \( r_e(t) \) and \( J_e(t) \) which require – according to (19) – the proper modification of the linear speed reference input \( r(t) \). Figs. 7 to 11 synthesize a part of the simulation results.

\[ J_e(t) = \frac{1}{2} \rho \pi l r_e^4(t). \]  

(20)

Fig. 7. Reference input versus time.

Fig. 8. Drum radius versus time.

Fig. 9. Equivalent moment of inertia versus time.

Fig. 10. Drum angular speed versus time.

5. CONCLUSIONS

This paper has presented two design methods resulting as generalizations of the well-known SO-m. Their particular features and guaranteed CS performance are well suited for mechatronic systems focused on electrical drives with fixed or variable reference inputs.
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