Structured high performance packing for packing columns have macrostructures, e.g., corrugated or folded sheets, and in many cases microstructures or surface topographies with geometrical dimensions in the same order of magnitude as the film thicknesses. For an optimal design of microstructured surfaces and for the development of novel methodologies to predict the mass transfer, a reliable description of the influence of these microstructures is crucial. To research the influence of these microstructures on the liquid film in detail, and later on optimize the geometry, Direct Numerical Simulations applying the Cahn-Hilliard-Navier-Stokes (CHNS) equations were performed for this study. The model and the implementation were validated against analytical solutions for undisturbed laminar film flows. The influence of two single microstructures (triangle and rectangle) on the gas-liquid interface and the velocity in the liquid were systematically investigated. Thereby, it was observed, that small microstructures in comparison to the film thickness have no influence on the gas-liquid interface. In contrast, higher structures could increase the interfacial area. The results indicate, that systematic studies on a wide range of geometries, phase properties and gas velocities can give valuable information on the path to optimal microstructures.

1. Introduction

Structured high performance packing for packing columns have macrostructures, e.g., corrugated or folded sheets, and in many cases microstructures or surface topographies with geometrical dimensions in the same order of magnitude as the film thicknesses to enhance the wetting behavior. The characterization of the transport phenomena, i.e., momentum, mass and heat, in these liquid film flows over these microstructured surfaces are of great importance for chemical engineering applications like distillation and absorption processes. It is needed for the optimal design of the texture on the packing surface and for the optimal selection of a packing for a specific separation task as well as for the development of novel methodologies to predict the mass transfer parameters (Repke, 2011). However, a reliable and comprehensible description of the influence of these microstructures on the mass- and heat transfer between gas and liquid film is still missing.

In contrast to the macrostructures, the emphasis on overflown or surrounded, single microstructures is rarely found in the literature. In (Dressaire et al., 2010) the influence of the geometry of cylinders on the structure of the fluid film was investigated. An influence of triangular pyramids on the surface velocity was found by (Paschke, 2011). A significant intensification of the mass transfer due to the texture design of up to 80% compared to a flat inclined plate was found by (Kohrt, 2011). In (Kapoustina et al., 2015) the spatial distribution of absorbed gas into the film flow disturbed by a micropyramid was researched and an enhancement of the mass transport due to the microstructure was shown. In addition to experiments, numerical simulations allow an even deeper insight into the fluid dynamics of liquid films. Thereby, the usage of the complete Navier-Stokes equations for both gas and liquid phase or Direct Numerical Simulation (DNS) allows to simulate complex, three dimensional geometries with sharp edges and higher Reynolds numbers (Veremieiev et al., 2015). DNS resolve all length and time scales including swirls, boundary layers, and the gas-liquid interface (Ferziger, 2002). In (Gambaryan-Roisman et al., 2005) the effect of a sinusoidal surface structure was described. A sharp step was investigated in (Bontozoglou and Serifi, 2008) and the influence of
inertia was discussed. Three dimensional simulations over two types of microstructures were performed in (Veremieiev, 2010) but they neglected the gas phase. However, the influence of microstructures on the interfacial area and subsequently on the mass transport is not fully understood yet. Although it is known that single microstructures do have an effect on the dynamics and transport phenomena in the liquid film and the overflowing gas phase, little information is available for the systematic selection of microstructures on surfaces, e.g., for structured high performance packings. Therefore, in this paper first steps for the systematic DNS based research on film flows over microstructures are presented. For the description of the two phase flow, the Cahn-Hilliard-Navier-Stokes model is applied and briefly described in Chapter 2. To the authors’ knowledge, this is the first application of the CHNS model for film flows. Afterwards, the test case including mesh and boundary conditions is presented. After a brief but significant validation of both the model and implementation, the results of 20 different configurations including two different microstructures are compared and discussed in Chapter 3. Finally, a conclusion and an outlook is given.

2. Methodology

2.1 Cahn-Hilliard-Navier-Stokes

To model the two phase film flow, the common incompressible, single-field Navier-Stokes (NS) equation is combined with the convective Cahn-Hilliard (CH) equation to describe the interface dynamics. The CHNS equations can be derived purely from thermodynamic principles (Abels, 2012). Diffuse interface methods replace the infinitely thin boundary between gas and liquid by a transition region with finite thickness. It follows, that all physical properties like density or viscosity vary continuously across the interface. The diffuse gas-liquid interface makes explicit tracking of the interface unnecessary. All governing equations are solved as single-field equations, i.e., no jump conditions between the two phases are needed (Wörner, 2012). The position of the interface is then implicitly given by the phase field. One of the major advantages is, that the formulation of the surface tension force $f=-\mu \nabla \phi$ in the NS equation exactly conserves both the surface tension energy and kinetic energy. This can reduce spurious currents, which are purely artificial velocities around the interface, to the level of the truncation error even for low Capillary numbers (He and Kasagi, 2008). Here, the thermodynamically consistent diffuse interface model for large density differences between gas and liquid by (Abels, 2012) was applied:

$$\rho \partial_t \textbf{u} + \left( (\rho \textbf{u} + J) \cdot \nabla \right) \textbf{u} - \nabla \cdot (2\eta \text{Du}) + \nabla p = -\mu \nabla \phi + \rho g \quad (1)$$

$$\nabla \cdot \textbf{u} = 0 \quad (2)$$

$$\partial_t \phi + (\textbf{u} \cdot \nabla) \phi = m \nabla^2 \mu \quad (3)$$

$$\mu = -\sigma \varepsilon \nabla^2 \phi + \sigma W'(\phi) / \varepsilon, \quad (4)$$

in which $\textbf{u}$ and $p$ are the velocity and pressure, $\rho$ and $\eta$ are the mixture density and viscosity and $g$ is the gravitational constant. Furthermore, $\sigma$ is a scaled surface tension and $\mu$ is a chemical potential. The phasefield $\phi$ acts as an order parameter to describe the distribution of liquid and gas. The parameter $m$ is a diffusion coefficient for the interface, $W$ is a relaxed double obstacle free energy density and $\varepsilon$ describes the interface thickness. Furthermore, $J$ stems from the mass conservation for different densities in gas and liquid and $\text{Du}$ is the symmetrized velocity gradient.

The CHNS equations form a very tightly coupled and highly nonlinear system of four partial differential equations. Furthermore, the Cahn-Hilliard Equation 3 together with Equation 4 involves fourth-order derivatives with respect to $\phi$. Compared to the NS Equations 1 and 2, which involve only second-order derivatives, this complicates the numerical treatment (Wörner, 2012). To enable the efficient solution, the solution scheme from (Garcke et al., 2016) was implemented into the Finite-Element toolbox FEniCS (Alnaes et al., 2015). For the solution of the resulting nonlinear equation system, PETSc (Balay et al., 2014) and SuperLU_dist (Li et al., 2011) were applied, see (Bonart, 2017). All simulations were performed on the supercomputer Konrad of HLRN (North-German Supercomputing Alliance).
2.2 Test case

In Figure 1a the simulation domain is shown. On the top and bottom wall no-slip boundary conditions were used. Furthermore, periodic boundary conditions were assumed on the left and right side of the domain. In this way, the flow leaving the domain through the right boundary is identical to the flow entering the domain on the left side (Ferziger, 2002). The front and back of the domain were assumed to be symmetric. Furthermore, velocity components transverse to the main flow direction were neglected. Subsequently, only two dimensional simulations were performed for this paper but the methodology will be extended to three dimensions. Similar to a packing column, the flow was purely driven by gravity, i.e., \( \rho g \) in the NS-equations, with the gravitational acceleration constant \( g \). The height and length of the domain was 4 respectively 16 times the particular film thickness. This reduced the effects of the upper wall on the film flow and allowed the liquid film to settle down after being disturbed by the obstacle. Exemplary, a triangular obstacle with base length and height of 0.8 times the film thickness is shown in Figure 1a. Figure 1b shows an excerpt of a mesh. The unstructured meshes were generated using mshr and CGAL and consisted of around 110,000 triangles, which was found to sufficiently resolve both the wall boundary layers and the gas-liquid interface.

![Figure 1: Illustration of the considered test configuration (left, a) and an excerpt of the computational mesh used for the simulations with a triangular obstacle (right, b)](image)

To characterize the range of flows used in the simulations, several dimensionless numbers and characteristic quantities are given in Table 1. For low Reynolds numbers \( \text{Re} \) both the mean velocity \( v \) and the film thickness take low values. In addition, the Capillary number \( \text{Ca} \) and the Bond number \( \text{Bo} \) are small too. This implies, that the viscous forces across the interface respectively the gravitational forces are much more important for the flow than the surface tension forces. Subsequently, the surface tension forces have more impact for higher \( \text{Re} \). Note, that the Atwood number \( \text{At} \) indicates a large density ratio between liquid and gas. In this way, the influence of the gas flow on the liquid is reduced.

<table>
<thead>
<tr>
<th>( \text{Re} )</th>
<th>( \text{At} )</th>
<th>( \text{Ca} )</th>
<th>( \text{Bo} )</th>
<th>( \delta )</th>
<th>( \bar{u} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25 - 4.0</td>
<td>0.99</td>
<td>0.024 - 0.15</td>
<td>0.07 - 0.45</td>
<td>( \delta )</td>
<td>( \bar{u} )</td>
</tr>
</tbody>
</table>

Table 1: Dimensionless numbers and characteristic quantities

3. Simulations

3.1 Laminar liquid film on a smooth plate

In a first step, the model and implementation were validated against analytical results derived by Nusselt for laminar liquid film flows on smooth plates with insignificant influence of the gas phase, see (Spurk and Aksel, 2008). Therefore, simulations with five different Reynolds numbers between 0.25 and 4.0 were carried out until a steady state was reached. The initial film thickness was calculated from the Reynolds number \( \text{Re} \) by

\[
\delta = \left( \frac{3 \nu^2 \text{Re}}{g} \right)^{1/3},
\]

where \( \nu \) is the kinematic viscosity. In Figure 2a, a simulated velocity profile is plotted against the analytical velocity profile calculated by
\[ u_x(y) = \frac{3}{2} \left( \frac{2}{\delta} - \left( \frac{y}{\delta} \right)^2 \right) u_x, \text{ where } u_x = \left( \frac{v}{3g} \right)^{1/3} \]  

It is obvious, that the simulated velocity profile agrees very well with the analytical solution. In addition, Figure 2b shows the maximum of the velocity from the simulations against the analytical solution for the whole range of Reynolds numbers. Again, the simulation is in excellent agreement with the analytical results. It is concluded, that the model and the implementation are capable of simulating two-phase film flows.

Figure 2: Simulated and analytic velocity profile normal to the wall for Re=2.0 (left, a) and the simulated and analytic maximal film velocities for several Re (right, b) on a smooth plate. All values are normalized to the maximum value.

3.2 Liquid film over single microstructures

For the simulations of liquid films over single microstructures, the same test configuration as before was used. The laminar, undisturbed film flow was applied as the initial condition and the same Reynolds numbers as before were simulated (Re=0.25-0.4). The mesh was altered to include the obstacles. Exemplarily, a rectangle and triangle in two different sizes, e.g., 0.2 and 0.8 times the particular film thickness \( \delta \), were chosen for this study. In total 20 simulations were performed (2 different geometries with two different heights for 5 different Reynolds numbers). All simulations were performed until a steady or periodic flow, i.e., waves, were reached.

Figure 3: Disturbed interfaces between liquid film and gas. The height of the obstacles is 0.8\( \delta \). All coordinates are normalized to the particular film thickness \( \delta \).

Figure 3 shows the interface between liquid and gas for the two obstacles with size 0.8\( \delta \) at different Reynolds numbers. To allow the direct comparison, the geometrical dimensions are normalized to the particular film thickness. It is clearly visible, that both obstacles disturb the liquid film in a similar way: upstream of the obstacles, the film is retained and the film thickness gets larger because of the redirection of the film across
the obstacle. Behind the obstacle, the disturbance dissipates and the undisturbed film thickness is reached again in almost all cases. For higher Reynolds numbers (or higher inertia compared to viscous forces), the maximum film thickness gets larger and the position of the maximum is more near the obstacles whereas for low Reynolds numbers the impounding begins further upstream, compare (Veremieiev et al, 2015). Comparing the effects of the two obstacle geometries, it is noted, that the effect of the rectangular obstacle on the interphase is slightly stronger. Figure 4 plots the velocity streamlines for both obstacles with h=0.8δ and Re=4.0. In contrast to the triangular obstacle, a small recirculation zone is formed behind the rectangular obstacle.

![Figure 4: Velocity streamlines for rectangular (left) and triangular obstacle with h=0.8δ and Re=0.4](image)

To allow the evaluation of the obstacles concerning the disturbance of the interfacial area (or length of the interface since only two dimensional simulations are used yet), Figure 5 shows the lengths of the simulated interfaces normalized with the particular interfacial lengths of the undisturbed film flows. It is clearly visible, that for small heights, i.e., 0.2δ, the interface shows practically no changes compared to the undisturbed film for both obstacles. In contrast, the interfacial lengths are larger for both obstacles with 0.8δ with a stronger influence by the rectangular obstacle. Furthermore, the interfacial lengths exhibit a clear dependency on the Reynolds number, i.e., the interfacial length gets larger for higher Reynolds numbers. Consequential, the mass transfer should be enhanced for higher Reynolds numbers too due to the resulting higher mass transfer area provoked by the microstructures.

![Figure 5: Length of the interfaces between liquid film and gas for different obstacles and Re. The lengths are normalized to the undisturbed interface length](image)

4. Conclusions

To enhance the understanding of the physical phenomena in disturbed liquid film flows on packing surfaces, such as mass transfer, a reliable description of the influence of microstructures on the liquid film is crucial. Furthermore, this can help to design optimal microstructured surfaces and enable the systematic selection of geometries for specific separation tasks. However, little information is available on the influence of such microstructures on the liquid film. In this paper, the complex CHNS model was applied to describe the two phase flow and the motion of the interface in great detail. One of the major advantages of the CHNS model is,
that even for very low Capillary numbers spurious currents are greatly reduced. Consequently, the model allows the simulation of very thin films over small microstructures. To the authors’ knowledge, this is the first application of the CHNS model for periodic filmflows. The model and Finite-Element implementation were successfully validated against analytical results of undisturbed film flows. Subsequently, in total 20 simulations in 2D were carried out for two different obstacle geometries (rectangle and triangle) with two different heights and 5 different Reynolds numbers. Both microstructures disturbed the film flow and the interfacial length increased with higher Reynolds numbers. For the rectangular obstacle a small backflow zone was observed behind the obstacle. The successful validation and simulations enables the performance of systematic research on a wide range of geometries, phase properties and gas velocities. In the contribution, the simulations will be extended to three dimensional obstacles. This will allow the characterization of film flows even with obstacles slightly larger than the film thickness. Furthermore, a comparison to experimental results is intended.
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