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Abstract: Model predictive control (MPC) is a popular control strategy that computes control actions by solving an optimization problem in real-time. Uncertainty and nonlinearity of a process, and the non-convexity of the resulting optimization problem can make online implementation of MPC nontrivial. Consequently, MPC is most often used in processes where the time constants are large and/or high-performance computing support is available. We propose a deep neural network (DNN) controller architecture to reduce the computational cost of implementing an MPC. This is done by training a DNN controller on simulated input-output data from a well-designed MPC. The online implementation of a DNN controller does not require solving an optimization problem. Once the DNN is trained, the MPC is fully replaced with the DNN controller. The benefits of this approach are illustrated through a simulated example.
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1. INTRODUCTION

Developing a reliable control strategy for complex industrial processes in presence of process uncertainties is a daunting task. This problem is further exacerbated in presence of non-linear and non-stationary dynamics, known or unknown process disturbances, and multivariate process interactions. Model predictive control (MPC) is an advanced control strategy that addresses these challenges. For a detailed survey of the MPC and its applications, see (Qin and Badgwell, 2003; Yu-Geng et al., 2013).

The central idea behind the standard MPC is straightforward – it computes a control action by minimizing a cost function, e.g., tracking error, over the space of feasible actions. In a standard MPC formulation, the optimization is solved repeatedly, taking into account the latest observations, the system dynamics (as represented by a process model), and other input-output constraints. See Mayne and Badgwell (2003) for details.

Even though MPC has been successfully applied in industrial processes worldwide, its implementation for complex processes is still lagging. This is primarily due to the challenges in effectively solving the optimization problem in real-time with nonlinear dynamic models and other non-convex constraints. Solving the optimization problem becomes even more challenging in the presence of hidden nonlinear Markov models, as in nonlinear MPC (NMPC) (Findeisen et al., 2007) or with economic objectives, as in economic MPC (EMPC) (Ellis et al., 2014). Several global methods exist to solve complex non-convex constrained optimization problems with dynamic models (Biegler, 2000, 2007); however, these methods are not practical for online implementation due to their high computational cost.

The lack of an effective approach to solve constrained optimization problems in real-time has made MPC algorithms suitable for processes either with large time constants or for environments with high-performance computing (HPC) capabilities. For a number of fast dynamic systems in areas without the HPC capabilities, such as manufacturing, electrical, and aerospace, available optimization algorithms do not yet meet the requirements of real-time computing. Thus, despite recent theoretical advances, MPC is not widely used in large-scale applications in these fields (Yu-Geng et al., 2013).

To make the MPC implementation practical for complex systems, researchers have proposed many techniques to facilitate real time computing. For example Wan and Kothare (2003) use off-line design and online synthesis strategy to design a constrained robust MPC controller from Kothare et al. (1996). This strategy moves a significant portion of computation offline. While it has a solid theoretical basis, the algorithm needs to off-line solve an NP-Hard multi-parametric programming problem. Wallace et al. (2016) propose a two-tiered optimization approach to speed up the optimization step, where the first tier computes the best response of certain desired form like fast first order response with minimum overshoot ratio and the second tier computes the control action to achieve this fast response. However, they suffer from the curse of dimensionality. Various function approximation techniques are also developed for use with MPC. Kittisupakorn et al. (2009) use Neural Networks (NN) to approximate the MPC prediction step and optimization cost function. NN are also used to approximate the nonlinear system dynamics, as in Piche et al. (2000), and then MPC is applied on the neural network model. However, these approaches involve estimation of hidden states at each instant. In ad-
dition, model free methods such as reinforcement learning techniques Pon Kumar et al. (2017) were also developed to speed up the optimization step. Our approach differs from the fact that our newly proposed deep learning architecture takes past control actions and current system output to compute the control action at each step. Also in our approach we have directly mapped from process output, target output to control actions. Once the deep learning model is trained, it does not require performing optimization step to return control action. Moreover, our approach does not involve estimation of hidden states that characterize system dynamics.

In this paper, we propose a novel approach to reduce the computational cost of implementing an MPC. The central idea is as follows. First, for a given process and process constraints, we design the best-in-class MPC architecture that achieves optimal controller performance by way of selecting the best process model, the best state estimator and the best optimization method. Clearly, such an deal MPC would have an optimal performance, but limited practical use. Next, under simulations or controlled implementation, pairs of control actions and system outputs are generated using the MPC. The generated data include information about the policy implemented by the MPC by solving the complex constrained optimization to global optimality. Next, using the generated data, a neural-network (NN) model is trained to emulate the control policy implemented by the ideal MPC. Once a NN is trained, the MPC is discarded, and the NN is deployed for real-time control.

The proposed method offers several advantages. First, unlike a traditional MPC, the NN controller does not solve any expensive constrained optimization problems, state estimation algorithms or model simulations in real-time. This makes it extremely fast, and suitable for real-time control. Second, since the NN controller emulates the control policy implemented by an ideal MPC, its performance is also expected to closely follow that of an ideal MPC. Our simulations demonstrate the efficacy of the proposed deep NN controller in controlling a simulated process.

To ensure that the NN generalizes to complex processes with large number of continuous states, we develop a deep NN architecture for the controller using Long Short-Term Memory Supported NN (LSTMSNN) models. The LSTMSNN is a weighted combination of the standard LSTM with NN. The LSTM part of the architecture uses past control actions to capture the temporal relationships between the control actions, while the NN part uses current system output and target output to predict the control actions. This ensures that the current control action depends on the past control actions, the current system output and the target output. To accelerate the online implementation of the deep NN controller, it is implemented in a Graphical Processing Unit (GPU) by parallelizing the computations.

Finally, we highlight that in this paper, we are not proposing any novel designs for MPC. Instead, the user designs and selects the MPC they wish to use to control their processes. The proposed method simply takes the user-designed MPC, and makes its implementation computationally less demanding through a NN controller.
be interpreted as a running summary of \( u_t \in \mathcal{U} \) until time \( t \in \mathbb{N} \); the recurrence formula in (6) updates this summary based on its previous value, \( h_{t-1} \in \mathcal{H} \). It is common to assume \( h_0 = 0 \).

The transition function \( f_h \) is typically defined as the composition of an element-wise nonlinearity with an affine transformation of both \( h_t \) and \( h_{t-1} \), such that
\[
\begin{align*}
    h_t &= f_h(W_{uh}u_t + W_{hh}h_{t-1}), \\
    y_t &= f_y(W_{hy}h_t),
\end{align*}
\]
where \( W_{uh} \in \mathbb{R}^{n_u \times n_h} \) and \( W_{hh} \in \mathbb{R}^{n_h \times n_h} \) are the input-to-hidden weight matrix and hidden-to-hidden weight matrix, respectively. Similarly, \( f_y \) is typically defined as a composition of an affine transformation of \( h_t \), such that
\[
    y_t = f_y(W_{hy}h_t),
\]
where \( W_{hy} \in \mathbb{R}^{n_h \times n_o} \) is the hidden-to-output weight matrix. It is common to define \( f_h \) as a sigmoid or hyperbolic tangent function, and \( f_y \) as the identity function, so
\[
    h_t = \tanh(W_{uh}u_t + W_{hh}h_{t-1}), \quad y_t = W_{hy}h_t.
\]

In (9), \( W \equiv \{W_{uh}, W_{hh}, W_{hy}\} \) is a set of network parameters that can be estimated using backpropagation method through time (BPTT [21], [22]), whereby parameters are updated after a complete sequence of forward and backward passes are completed. RNNs have memory ability, but long-term memory is limited. It makes the gradient explode or vanish while training with BPTT algorithm, which is addressed in the approach of (Bengio et al., 1994).

### 2.2 Long Short-Term Memory

The challenges of training an RNN to capture long-term input-output dependencies are well-known to the research community. Several attempts have been made to address this fundamental problem, including modifying \( f_h \) to encourage some hidden units to adaptively maintain long-term memory and creating paths in RNN, such that gradients can flow over many time-steps.

The LSTM architecture was first proposed by Hochreiter and Schmidhuber (1997). Since then, it has been revised and refined by many other researchers. An illustration of an LSTM architecture is given in Figure 1(b). An LSTM unit consists of a memory cell, \( c_t \), an input gate, \( i_t \), a forget gate, \( f_t \), and an output gate, \( o_t \). The memory cell carries the memory content of an LSTM unit, while the three gates control the amount of changes to and exposure of the memory content. In Figure 1(b), \( u_t \) is the input to the memory cell layer and \( \sigma \) is the element-wise logistic sigmoid function. Mathematically, for \( n_p \) LSTM units, the forget, input and output gates are described as follows
\[
\begin{align*}
    f_t &= \sigma(W_{uf}u_t + W_{fh}h_{t-1}), \\
    i_t &= \sigma(W_{ui}u_t + W_{ih}h_{t-1}), \\
    o_t &= \sigma(W_{uo}u_t + W_{ho}h_{t-1}),
\end{align*}
\]
where \( W_{uf}, W_{ui}, W_{uo} \in \mathbb{R}^{n_p \times n_u} \), \( W_{fh}, W_{ih}, W_{ho} \in \mathbb{R}^{n_p \times n_h} \), and \( W_{fh}, W_{ih}, W_{ho} \in \mathbb{R}^{n_p \times n_h} \) are the LSTM weights from the input, \( u_t \) to \( f_t, i_t \) and \( o_t \), respectively. Similarly, \( W_{fh}, W_{ih}, W_{ho} \in \mathbb{R}^{n_p \times n_h} \) and \( W_{ho} \in \mathbb{R}^{n_p \times n_h} \) are the weights from the hidden state, \( h_{t-1} \) (at the previous time-step) to \( f_t, i_t \) and \( o_t \), respectively. The gates in (10a)–(10c) control the information flow through the LSTM. The forget gate, \( f_t \), determines how much of the hidden state, \( h_{t-1} \), is allowed to pass through; the input gate, \( i_t \), determines the past values of the hidden state, \( h_{t-1} \), that will be updated; and the output gate, \( o_t \), determines how much of \( h_{t-1} \) will be made available to the next layer. Finally, the candidate value, \( g_t \), and the memory cell, \( c_t \), are updated via
\[
\begin{align*}
    g_t &= \tanh(W_{ug}u_t + W_{hg}h_{t-1}), \\
    c_t &= f_t c_{t-1} + i_t g_t,
\end{align*}
\]
where \( W_{ug}, W_{hg} \in \mathbb{R}^{n_p \times n_u} \) and \( W_{hg} \in \mathbb{R}^{n_p \times n_h} \) are the weights for \( u_t \) and \( h_t \) to \( g_t \), respectively. Once \( c_t \) is updated in (11b), the hidden state \( h_t \) can be computed:
\[
    h_t = o_t \tanh(c_t).
\]

Finally, an RNN with LSTM architecture is implemented by replacing the recurrent hidden layer with an LSTM cell. In an LSTM cell, the input gate, forget gate, and output gate solve the vanishing and exploding gradient problems observed in RNN.

### 2.3 Model Predictive Control

MPC is a multivariable control algorithm that uses an internal dynamic model of the process and the history of past control moves to compute optimal control actions. In simple terms, it involves solving the following optimization problem, at each sample time, over a predetermined prediction horizon \( N \):
\[
\begin{align*}
    \min_{\{u_1, \ldots, u_N\}} \sum_{t=1}^{N} w_y (y_sp - y_t)^2 + \sum_{t=1}^{N} w_u \Delta u_t^2
\end{align*}
\]
subject to process and model constraints. In the objective function above, \( y_t \) is the process output at time step \( t \), \( y_sp \) is the output setpoint, \( u_t \) is the control action at time step \( t \), \( w_y \) is the weighting coefficient on controller error, and

Fig. 1. The architecture of an (a) RNN and (b) LSTM. The figure is adapted from (Jithesh et al., 2017).
Fig. 2. (a) Training setup for an NN controller. (b) Implementation of an NN controller. (c–e) Architectures of an LSTM-only controller, NN-only controller, and LSTM supported NN (LSTMSNN) controller, respectively. Controllers are represented using standard NN block diagrams: the red blocks indicate the input layer, the green blocks represent the hidden layer, and the blue blocks represent the output layer.

\( w_{u_t} \) is weighting coefficient on \( u_t \). In a receding horizon implementation, only \( u_1 \) is applied on the system and the full \( N \)-step optimization problem is re-solved in at every time step. In the following section, a novel combination of LSTM and NN is shown to replicate the dynamic behaviour of the MPC.

3. NN CONTROLLER

As discussed in Section 1, to address the computational issues of implementing an MPC for complex systems, we propose a novel NN controller architecture. The idea is straightforward: we first design the best-in-class MPC for our process, and then simulate it to generate pairs of process outputs and control actions. Next, the generated input-output data is used to train an NN controller. Once the NN controller is trained, it is deployed for real-time process control. A schematic of training and deploying an NN controller is shown in Figures 2(a) and (b), respectively.

We consider three separate architectures for training the NN controller: LSTM-only, NN-only, and LSTM-supported-NN (LSTMSNN). All the three models are trained using the data generated from an MPC.

The proposed LSTM-only controller is a 2-layer RNN of length 5, with each hidden layer containing several hidden units, and each hidden unit represented by an LSTM unit. For simulation, we use LSTM with 2 hidden layers with 20 hidden units in the first layer and 50 units in the second layer. The feed forward neural network has two layers with 20 and 40 units in the first and second layer respectively. An illustration of the proposed LSTM-only model is given in Figure 2(c). As shown in Figure 2(c), the inputs to the LSTM-only controller at each time step are the MPC control actions, plant outputs and set-points, denoted generically by \( u \equiv [u_k, y_k, y_{sp,k}]^T \), where \( u \in \mathbb{R}^{n_u+2n_y} \) and \( k = t-5, \ldots, t \). The network output is the control action taken at the next time step, denoted by \( u_{t+1} \) in Figure 2(c). Observe that the output is defined only at the terminal time, as opposed to at each time. The LSTM-only controller captures the dependency of \( u_{t+1} \) on the past inputs, outputs and set-points. Physically, the LSTM-only controller learns how the MPC control actions are generated based on the past control actions and the process outputs. Note that although the current inputs, outputs and set-points are included in the LSTM-only controller their influence may be limited due to the forget, input and output gates in the LSTM unit that control the amount of information that passes through the network.

To assign higher weights to the current inputs, outputs and set-points, we consider a NN-only control architecture shown in Figure 2(d). The proposed NN-only model is a 3 layer NN, with each layer containing several hidden units. The input to the NN-only model is \( u = [u_t, y_t, y_{sp,t}]^T \), and the output is \( u_{t+1} \). A NN-only model captures the MPC response based on current control actions and current outputs by discarding the past. In other words, a NN-only controller is a memory-less controller.

The third NN controller – LSTMSNN combines the benefits of an LSTM-only controller (which takes past control actions and outputs into consideration) and an NN-only controller (which takes current control actions and outputs into consideration) in a unified architecture. An LSTM-NN controller output is a weighted combination of an LSTM-only controller output and the NN-only controller output. This allows an LSTMSNN controller to effectively learn an optimal control action given past and current inputs, outputs and set-points. A schematic of the proposed LSTMSNN controller is shown in Figure 2(e).

4. PROCESS SETUP AND DATA COLLECTION

In this section, we demonstrate the efficacy of the proposed NN controller to control the moisture content of the sheets produced by a paper-making machine. The variable to be controlled is the moisture content and the manipulated variable is the steam flow rate. The following transfer function describes the relation between the steam flow and the moisture content:

\[
G(z) = \frac{0.05z^{-4}}{1 - 0.6z^{-1}}. \tag{14}
\]

A standard MPC architecture to control the drying process represented in (14) is designed in MATLAB. The NN controller is trained using Tensorflow (Abadi et al., 2016), a deep-learning framework. In Tensorflow, a NN is typically represented as graph, and the network gradients
are computed using automatic differentiation. To speed up the implementation of the NN controller, we use a GPU (NVIDIA GeForce 960M) with CUDA. The LSTMSNN model takes around 0.2 seconds to return a control action on this GPU. Finally, both the MPC and the process model are simulated in MATLAB to generate artificial training data for different initial process conditions and different reference trajectories.

All the three versions of the proposed NN controller – LSTM-only, NN-only and LSTMSNN – require three variables for training: the reference trajectory, process output and MPC control actions.

![Fig. 3. 500 time steps of a mixture of binary, sinusoidal and combined sequences used for training. The reference signal is represented by the blue trajectory, the process output by the red trajectory and the LSTMSNN control action by the green trajectory.](image)

The process is simulated for 1000 time steps. A small Gaussian noise is added to the process output to account for measurement noise and other uncertainties. To control the process, we also need to define a reference signal. We choose a pseudo-random binary reference signal in the intervals $[-3.0, -0.2]$ and $[0.2, 3.0]$. We also select a sine reference signal with period ranging in the interval $[10, 1000]$. Note that these intervals are defined for deviation process variables. Finally, note that a pseudo-random and sine reference signals ensure that the process is sufficiently excited in all frequencies. This also ensures that the data generated from the simulation is sufficiently informative for training a NN controller. A subset of data used for training is shown in Fig. 3.

5. RESULTS AND DISCUSSION

Table 1 compares the designed LSTM-only, NN-only, and LSTMSNN controllers using the mean square error (MSE) and offset error (OE). Observe that the LSTMSNN controller outperforms the LSTM-only and the NN-only controller, both in terms of MSE and OE, for all the chosen set-points. This is because unlike the LSTM-only or the NN-only controller, the LSTMSNN controller learns the optimization and prediction steps of an MPC within the weights of the network by studying the past and current control actions, plant outputs and set-points. Also, the LSTM only model does not converge because the problem formulation of LSTM is posed in a way to predict future control action given the past, whereas the LSMSNN model converged because the LSTM part does the time series prediction and the neural network part does the regression step given the current output and required target output.

![Figures 4(a) and (b) compare the performance of the LSTMSNN and NN-only controllers for a (constant) set-point $y_{sp,t} = 5$. It is clear that the NN-only controller results in a significant target offset. Figures (4(c) and (d)) compares the LSTMSNN and NN-only controllers for a set-point $y_{sp,t} = 10$, which is outside of the training data set. Again, the LSTMSNN controller is able to track the target set-point, demonstrating the better generalization of the controller over the larger process state space.](image)

Figures 4(e)–(h) show the performance of the LSTMSNN controller in tracking time-varying reference signals. Evidently the LSTMSNN controller can effectively track complex set-points. Finally, Figure 5 shows the tracking performance of the LSTMSNN controller under different process initial conditions.

These findings clearly establish the robustness and generalization capabilities of the designed LSTMSNN controller in effectively controlling the process under different initial conditions and for different reference signals. Also for simulation purpose we use pseudo random signals to collect data from MPC, practically any other signals like smooth step signals can be used to collect data from MPC.

<table>
<thead>
<tr>
<th>Model</th>
<th>Setpoint</th>
<th>MSE</th>
<th>OE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-only</td>
<td>2</td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td>NN-only</td>
<td>2</td>
<td>0.07</td>
<td>0.23</td>
</tr>
<tr>
<td>LSTM-only</td>
<td>2</td>
<td>5.56</td>
<td>Did not converge</td>
</tr>
<tr>
<td>LSTM-only</td>
<td>5</td>
<td>0.078</td>
<td>0.01</td>
</tr>
<tr>
<td>LSTM-only</td>
<td>5</td>
<td>0.53</td>
<td>0.7</td>
</tr>
<tr>
<td>LSTM-only</td>
<td>10</td>
<td>62.42</td>
<td>Did not converge</td>
</tr>
<tr>
<td>LSTM-only</td>
<td>10</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>LSTM-only</td>
<td>10</td>
<td>2.21</td>
<td>1.3</td>
</tr>
<tr>
<td>LSTM-only</td>
<td>10</td>
<td>167.78</td>
<td>Did not converge</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

We have developed a novel deep NN controller that learns the optimal policy implemented by an MPC. The proposed NN controller eliminates the need to solve in real-time a complex optimization problem, state estimation problem and a prediction problem. This makes the NN controller (with GPU implementation) exceptionally fast and easy to implement compared to the traditional MPC. The performance of the designed NN controller was illustrated on an example problem from the paper industry.
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Fig. 5. Tracking performance of the LSTMSNN-controller for different initial process conditions. The set-point is shown in green.


