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Summary

The main contributions of this thesis is based on a new control problem
statement called The Maneuvering Problem. This involves a desired path
for the output of the system to follow and a speed assignment setting the
desired motion along the path. This separation of tasks implies, on the one
hand, that the design of the path and the desired motion along the path can
be approached individually. On the other hand, this also introduces more
‡exibility in the development of the control law, since the desired motion
along the path can be shaped by state feedback.

The main theoretical aspects are discussed in Chapters 2, 3, and 4. The
Maneuvering Problem statement is presented in Chapter 2. A few appli-
cation examples show how their respective control objectives can be con-
veniently set up as maneuvering problems by constructing a parametrized
path and a speed assignment along the path. The last section of this chapter
shows further that the problem statement implies the existence of a forward
invariant manifold of the state space, represented by a desired noncompact
set, to which all solutions must converge.

Chapter 3 presents a constructive control design solving the maneuver-
ing problem. A feedback linearizable system is, for clarity of presentation,
used in this section, and most of the involved theoretical aspects concerning
the control objective with design are addressed. First the static part of the
control law is developed, solving essentially the geometric part of the prob-
lem. Then the loop is closed by the design of an update law that shapes
the motion along the path. The last section of Chapter 3 considers further
one of the proposed update laws and show that this incorporates a gradi-
ent optimization algorithm that will improve transient performance in the
system.

Uncertain systems are addressed in Chapter 4, and constructive designs
based on ISS backstepping, adaptive backstepping, and sliding-mode are
proposed for solving the maneuvering problem. In the backstepping de-
signs, n design steps are …rst performed to derive the static part of the
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control law. Then the dynamic update law is constructed to bridge the path
following objective with the speed assignment. In the sliding-mode design,
a maneuvering control law is …rst designed for the nominal part of the plant,
and then traditional techniques are used to deal with the uncertain part and
develop the overall control law.

Chapters 5 and 6 present applications of the theory, where the former
chapter considers ships and the latter considers formation control. In Chap-
ter 5, a fully actuated ship model is used, and speci…c maneuvering control
laws are constructed based on adaptive backstepping, sliding-mode, and
nonlinear PID techniques. Experimental results, using the model ship Cy-
berShip II, are reported for each design. Experiments of both success and
failure are discussed.

Chapter 6 proposes a maneuvering setup and design for formation control
of r vessels. Two formation control designs are proposed. The …rst develops
decentralized control laws and a centralized dynamic guidance law, which
includes the dynamic update law, to solve the problem. In the second design,
the guidance law is further decentralized in order to reduce communication
demand.

Emphasis has been put on making the thesis coherent, starting with mo-
tivation and examples in the introduction, leading to the problem statement
and its implications in Chapter 2, designs and analysis in Chapters 3 and
4, and …nally applications with experimental results in Chapters 5 and 6.
Moreover, Appendix A provides necessary background material on control
theory, with emphasis on set-stability, and Appendix B reports an extensive
work on modeling, system identi…cation, and adaptive maneuvering with
experiments performed for CyberShip II.
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Chapter 1

Introduction

“Space the …nal frontier. These are the voyages of the star-
ship Enterprise, its continuing mission to explore strange new
worlds, to seek out new life and new civilization, to boldly go
where no one has gone before.”

Star Trek - The Next Generation,
Gene Roddenberry (1921-1991)

1.1 Motivation

In many applications it is of primary importance to steer an object (robot
arm, vehicle, ship, galaxy class starship, etc.) along a desired path. The
speed or dynamic behavior along the path may be of secondary interest.
Control problems for such applications are usually approached as two sepa-
rate tasks. The …rst task, denoted the Geometric task, is for the output y
of the system (usually the position) to reach and follow a desired path yd
designed as a function of an auxiliary path variable θ, left as an extra degree
of freedom for the second task. In the second task, θ is used to satisfy an
additional dynamic speci…cation along the path. This task is denoted the
Dynamic task and is usually speci…ed as an assignment for the speed.

In the common tracking problem the path variable θ is assigned to a
speci…c time function υt(t) constructed so that ~yd(t) := yd(υt(t)) is a moving
point that satis…es the tracking objective and the dynamic limitations of the
system. In this case the two tasks, the geometric and dynamic parts of the
problem, are merged into a single task with objectives often more stringent
than required in applications. An example is to automatically drive a car
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along a road. This can be achieved by making the car track a point that
moves along the road with a certain speed. However, by instead emphasizing
that the main task is to make the car stay on and follow the road, one can
let the desired speed be of secondary interest and sacri…ced if necessary.

A less restrictive control objective is to solve a pure path following prob-
lem. In this case the output y should merely converge to and follow the de-
sired path yd(θ) without any speci…c dynamic requirements along the path.
Clearly, in many cases this problem statement is too ‡exible. When driving
the car the primary importance is to follow the road. However, it is also
important to keep up the speed to arrive at the destination in reasonable
time.

The idea focused on in this thesis is to bridge the gap between track-
ing and path following, and the control concept will be called maneuvering.
This is motivated by Hauser and Hindman (1995) who designed a maneu-
ver regulation control law from a tracking algorithm by converting a time-
parametrized desired output signal into a θ-parametrized desired output
path and designing an update law to ensure proper motion for θ.

The class of systems considered in this thesis is represented by the ordi-
nary di¤erential equation (ODE)

_x = f(x, u, t) (1.1)

where for each t ¸ 0 the vector x(t) 2 Rn is the state, u(t) 2 Rp is an input
vector that can be used to actively manipulate the state, _x := d

dtx(t) is the
time derivative of the state, and f : Rn£Rp£R¸0 ! Rn is a nonlinear vector
function that can be di¤erentiated su¢ciently many times. The state vector
x can contain only the original states of the plant, or it can be augmented
with some additional dynamic states necessary to solve a control problem.

To this equation belongs an output map

y = h(x) (1.2)

where y(t) 2 Rm is the system output that we wish to steer along a desired
path.

1.1.1 The Tracking control problem

Let yd(t) be a bounded desired output for (1.2). Roughly speaking the
Tracking Problem is then to design a function α(x, t) such that setting u =
α(x, t) in (1.1) makes y(t) converge to and eventually track yd(t), that is,

lim
t!1

(y(t) ¡ yd(t)) = 0, (1.3)
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while keeping the internal states bounded. The desired output yd(t) is con-
structed a priori as a point in Rm that moves as a function of time. It traces
out a trajectory corresponding to the desired path we want y to follow, and
its velocity is given by the time derivative _yd(t). Tracking yd(t) will therefore
satisfy both path following and the dynamic speci…cation along the path in
a single task.

Note that the terminology about the tracking problem is inconsistent.
Some authors, Hauser and Hindman (1995); Ortega, Loría, Nicklasson and
Sira-Ramírez (1998); Encarnação and Pascoal (2001b), call a desired output
yd(t) a desired trajectory and the problem becomes a trajectory tracking
problem. Other authors view a trajectory as a geometric curve and not a
moving point, Anderson and Moore (1989); Åström and Wittenmark (1990),
and refer to the same problem as a trajectory following problem. When the
objective is to force the system output y(t) to track a desired output yd(t),
the problem is in this thesis referred to as tracking or a tracking problem in
accordance with Athans and Falb (1966).

Example 1.1 Suppose we want to automatically steer the position p =
(px, py) of a vehicle along a straight-line path. Solving this as a track-
ing problem, we need to design a desired time-parametrized trajectory. A
straight-line can be parametrized by a path variable θ as

pd =
·

a1θ + b1
a2θ + b2

¸

where a1, a2, b1, b2 are constants. Suppose further that the car should move
along the path with a constant speed reference uref . This means that j _pdj =p

a21 + a22j _θj = juref j, and integration yields

θ(t) = θ(0) +
Z t

0

urefp
a21 + a22

dτ = θ(0) +
urefp
a21 + a22

t =: υt(t).

Setting θ(0) = 0 gives the desired position for the car as

pd(t) =

2
4

uref
a1p

a21+a22
t + b1

uref
a2p

a21+a22
t + b2

3
5

which satis…es both the path following and speed objectives in one package.

Numerous applications using various methods for solving the tracking
problem is reported in the literature. For robotic manipulators some of
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these references are Paden and Panja (1988); Zhao and Chen (1993); Zhang,
Dawson, de Queiroz and Dixon (1997); Loría and Nijmeijer (1998); Song,
Tarn and Xi (2000), for mobile robots there are Fierro and Lewis (1995);
Jiang and Nijmeijer (1999); Aguiar and Hespanha (2003); Aguiar, Cremean
and Hespanha (2003), and for di¤erent marine applications there are Yoerger
and Slotine (1985); Fjellstad and Fossen (1994); Godhavn, Fossen and Berge
(1998); Lefeber, Pettersen and Nijmeijer (2001); Behal, Dawson, Dixon and
Fang (2002); Fossen, Lindegaard and Skjetne (2002); Lefeber, Pettersen and
Nijmeijer (2003); Do, Jiang, Pan and Nijmeijer (2004).

Common for all these references was the use of a desired time-
parametrized trajectory, either stated as a generic time function or gen-
erated by a reference model copying the dynamics of the plant. The time
evolution of this trajectory is speci…ed a priori and is not a¤ected by the
system state in any sense. What if the true system output y is not able
to track the desired output yd(t), perhaps due to inherent limitations like
unstable zero dynamics, exogenous disturbances, or a malfunction of some
kind? Since yd(t) knows nothing of the status of the system it will continue
una¤ected on its path, the tracking performance will gradually degrade, and
a failure is imminent. In such hypothetical cases, path following can be safer.

1.1.2 The Path Following control problem

In path following we consider the entire path rather than a point tracing
out the path. If yd(θ) is a continuous parametrization1, the path can be
represented by the set of points

P := fy 2 Rm : 9θ 2 R s.t. y = yd(θ)g. (1.4)

For each y 2 Rm, let d(y; P) be some function that measures the distance
from y to the path P such that d(y;P) = 0 for y 2 P and d(y; P) > 0
for y /2 P. An example is the Euclidean distance d(y; P) = infz2P jy ¡ zj
where j¢j is the Euclidean norm. The Path Following Problem is to design a
function α(x, t) such that setting u = α(x, t) in (1.1) makes y(t) converge
to and follow the path with nonzero motion, that is,

lim
t!1

d(y(t);P) = 0 (1.5)

while j _y(t)j > 0 for most t ¸ 0.

1A path can be parametrized continuously, discretely, or as a mix of both (hybridly);
see Section 2.1.
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In vehicle applications the practice is often to manually set the forward
propulsion to a desired value, and then actively use the steering capacity
of the vehicle to reach and stay on the path. Di¤erent solutions to this
control problem for mobile robots and marine vessels have been presented
by Micaelli and Samson (1993); Sarkar, Yun and Kumar (1993); Holzhter
and Schultze (1996); Encarnação, Pascoal and Arcak (2000); Skjetne and
Fossen (2001); Pettersen and Lefeber (2001); Do, Jiang and Pan (2002b).

1.1.3 From Tracking and Path Following to Maneuvering

In Maneuvering we will separate the problem into two tasks. The …rst and
most important task is path following. The second and less important task is
to satisfy a desired dynamic behavior along the path, for instance a desired
speed. In a vehicle application this means that the speed should satisfy
the desired speed assignment when tracing the path perfectly. However, if
the vehicle experiences di¢culties in tracing the path, it should if possible
sacri…ce the speed performance to achieve more accurate path following.

We will call the two tasks the geometric task and the dynamic task. The
former is to force the system output to converge to the path, and the latter
is to satisfy a desired dynamic behavior along the path.

Example 1.2 For the robotic manipulator in Figure 1.1 (this could for in-
stance be a cutting or welding tool), the control objective is for the tip of the
tool, taken as the output y, to trace a desired triangular path. The further

Figure 1.1: A robotic cutting tool.

requirement is to trace the path as fast as possible without exceeding a max-
imum speed constraint of about ms ¼ 0.1m/ s, and with the deviation from
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the triangular path always kept less than 10¡3 m. This is a typical maneuver-
ing application. The depicted triangle is the desired path in R2. Along this
path a desired speed pro…le must be designed. This should conform to the
maximum speed ms along the edges, while it should slow down at the corners
to avoid transients that could exceed the maximum deviation constraint.

In its 30+ years of production, the Norwegian oil and gas industry has
become a prime mover within Norwegian research by continuously setting
new demands and standards to obtain cost e¤ective, safe, and reliable oper-
ation in the North Sea. Control theory with applications have gotten strong
focus in this research, leading to many new developments. The next two ex-
amples give some ideas to how maneuvering can be used to further enhance
the performance of marine operations in the oil and gas industry.

Example 1.3 In the oil industry the supply vessels are often equipped with
a dynamical positioning (DP) system. This is an automatic control system

Figure 1.2: The Oseberg South oil production platform of Norsk Hydro, and
the supply vessel Far Star from Farstad Shipping. Courtesy: Norsk Hydro
and Terje S. Knudsen.

that uses available measurements, like position and orientation, together with
powerful thruster forces to position the vessel at a …xed point with a certain
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heading (DP station-keeping) or move it slowly along a predetermined track
(DP autotrack); see Strand (1999); Lindegaard (2003). DP station-keeping
is a set-point regulation problem. However, suppose in the duration of a
supply operation that the vessel needs to reposition itself at several di¤erent
places around the platform. It would then be convenient to parametrize all
those reference ponts in terms of a continuous path around the platform, as
illustrated by the ellipsoid in Figure 1.2, and constraining the vessel to this
path. The heading of the vessel could be taken as the direction of the tan-
gent vector along the path, or simply as a constant heading, usually pointed
against the environmental forces like waves and wind; see Fossen and Strand
(2001). The desired dynamic behavior along this path would be zero speed
(…xed positioning) at the reference positions, and when moving along the path
from one reference to the next the desired path speed should be commanded
online by the pilot. This is a maneuvering problem.

Example 1.4 As the oil and gas industry moves production to greater
depths, the need for more underwater autonomous control increases. One

Figure 1.3: A formation of two Kongsberg Simrad Hugin AUVs scanning a
pipeline for leakages or other abnormalities. Courtesy: Anders S. Wroldsen.

envisioned task is inspection of underwater pipelines. As depicted in Figure
1.3, it has been suggested to use a formation of autonomous underwater ve-
hicles (AUVs) to perform such a task; see Chance, Kleiner and Northcutt
(2000); Vestgård, Hansen, Jalving and Pedersen (2001). A formation of
AUVs can be utilized to construct 3D images of the pipeline or even take
time-synchronized snapshots covering a large spatial area of the seabed; see
Pascoal (2003). This will increase the probability of discovering abnormal-
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ities in, for instance, a pipeline. This formation control objective can also
be solved as a maneuvering problem. Two parallel paths in 3D space, ele-
vated from the seabed and o¤set from the pipeline, must be constructed. The
speed along the paths should be a constant forward velocity. In addition an
algorithm must ensure that the vehicles keep synchronized along the paths to
stay in formation.

There are subtle di¤erences in maneuvering as compared to tracking or
path following. Maneuvering is by active control to achieve both convergence
to the path and to satisfy the dynamic behavior along the path, approached
as two separate tasks. Path following, on the other hand, is the same as
solving the geometric task only (with a nonzero motion), whereas tracking
is a method for strictly solving the geometric and dynamic tasks in a single
task. The result is that tracking becomes a special case of maneuvering, and
maneuvering becomes a special case of path following.

1.2 New developments

1.2.1 Background

Some of the results in this thesis were inspired by Hauser and Hindman
(1995) who introduced a procedure to design a maneuver regulation con-
troller. To determine the path variable θ, they used a numerical projection
from the current state onto the path. An already available tracking controller
was then converted into a maneuver regulation controller, and a quadratic
Lyapunov function was employed to guarantee that the states converge to
and move along the path. Their method applies to feedback linearizable
systems, where the path is speci…ed for the full state. The control structure
is a mix of a continuous feedback law in conjunction with a numerical min-
imization algorithm. In Hindman and Hauser (1996) the auhors gave more
insight into their methodology where they, among other things, showed that
the desired path neither could have any sharp corners nor could it be self-
intersecting for the projection algorithm to be locally well-de…ned. A nice
extension of this procedure for nonminimum phase systems was proposed
by Al-Hiddabi and McClamroch (2002). See also Gilbert and Kolmanovsky
(2002) where a generalized reference governor is designed with state feedback
so that constraints on state and control variables are satis…ed.

Encarnação and Pascoal (2001b) proposed another extension of the ma-
neuver regulation methodology for control of marine craft. By applying the
above techniques, a maneuver regulation control law was designed for the
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position kinematics. This control law was then stepped through the kinetic
equations of motion using a backstepping design technique. Since the ma-
neuver regulation “virtual” control law in the kinematic equation will be a
function of the path variable θ, one step of backstepping will require the
derivative _θ in the …nal control law. For systems of relative degree higher
than two, this approach will require even higher order derivatives of θ. There
is no mentioning from this reference how these derivatives are obtained from
the projection algorithm.

Other references to what we in this thesis consider maneuvering sys-
tems are Hauser and Hindman (1997); Díaz del Río, Jiménez, Sevillano,
Vicente and Civit Balcells (1999); Encarnação and Pascoal (2001c); En-
carnação (2002); Do, Jiang and Pan (2002a); Fossen, Breivik and Skjetne
(2003); Johansen, Skjetne and Sørensen (2003); Lapierre, Soetanto and Pas-
coal (2003). Most of these works solve the maneuvering problem di¤erently
than the methodology presented in this thesis. For instance, Fossen et al.
(2003) uses a line-of-sight (LOS) algorithm to control the heading of an un-
deractuated ship to ensure convergence to a straight-line path. The surge
speed u of the ship is independently controlled to a desired surge speed
ud(t). Together this means that both the geometric and dynamic tasks in a
maneuvering problem are solved.

1.2.2 Contributions

The contributions of this thesis is focused around a problem statement we
will call The Maneuvering Problem. The thesis includes designs for solv-
ing this objective together with analysis of the achieved performance and
properties of the closed-loop systems. The results have been published in
several international publications; the proper references are included in the
introduction to each chapter. We summarize:

² The Maneuvering Problem is de…ned. We show that this is a conve-
nient problem statement that can be used constructively to solve many
problems of interest. In particular, choosing a suitable parametriza-
tion of the desired path and designing a dynamic assignment along the
path, will show to be ‡exible tools for solving the problem at hand.
The Maneuvering Problem implies the existence of an attractive, for-
ward invariant manifold in the state space, to which all solutions must
converge. This manifold is represented by a noncompact set for which
the stability analysis of the closed-loop system is analyzed.

² Several constructive control designs are presented. These are based on
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traditional nonlinear design methodologies such as backstepping, feed-
back linearization, and sliding-mode control, but extended to speci…-
cally solve the maneuvering problem. Stability of the resulting closed-
loop systems are rigorously proved using tools from nonlinear set-
stability theory; see Appendix A.

² The control designs are …nalized by choosing an update law that will
bridge the geometric task with the dynamic task. One such update
law involves a dynamic gradient minimization algorithm that will con-
tinuously select the path variable θ that minimizes a cost function.
An analysis is provided to show improved performance of the closed-
loop system by using this update law, and several application scenarios
are simulated and experimentally tested to illustrate these properties.
Moreover, using this minimization property we de…ne some new con-
cepts called “near forward invariance” and “near stability” that will
quantify this behavior.

² To test the maneuvering designs in a realistic environment, a model
ship called CyberShip II (CS2) is used in the laboratory facility called
the Marine Cybernetics Laboratory (MCLab) at the Norwegian Uni-
versity of Science and Technology (NTNU) in Trondheim, Norway. A
nonlinear maneuvering model for a ship is derived, and system identi-
…cation procedures have been performed on CS2 to obtain numerical
values of the model. Several free-running experiments to automati-
cally steer CS2 along a desired path have been performed. These are
based on the di¤erent maneuvering designs presented in the thesis.

² An extension of the theory is developed for formation control of a
group of vessels. First, a formation setup is suggested leading to the
desired paths for the members of the formation. Then, designs based
on the maneuvering theory are performed to solve the formation ma-
neuvering problem. Di¤erent designs are presented, leading to both
centralized and decentralized control structures.

1.2.3 Comparison to existing theory

In the works by Hauser and Hindman (1995); Hindman and Hauser (1996);
Encarnação and Pascoal (2001b); Al-Hiddabi and McClamroch (2002) the
authors always started with an already available tracking controller, and
then converted this into a maneuver regulation controller. This is contrary
to the designs presented here. We start with a parametrized path and a
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dynamic assignment along the path, do the control designs, and ties together
the geometric and dynamic objectives with the …nal pick of an update law.
This is more ‡exible and has the advantage that the path variable can be
a dynamic state integrated online in the controller to satisfy the dynamic
assignment.

By using the gradient update law we obtain qualitatively the same per-
formance as Hauser and Hindman using their projection algorithm. How-
ever, since the gradient minimization algorithm is dynamic, we relax the
earlier restrictions imposed on the desired paths such as the “sharp corners”
and “non-intersecting” conditions in Assumptions A and B in Hindman and
Hauser (1996).

For a nonlinear system in strict feedback form (Krstíc, Kanellakopou-
los and Kokotovíc; 1995) of any relative degree, the proposed backstepping
designs in this thesis will never require higher order derivatives of θ. This ef-
fectively overcomes the restriction in Encarnação and Pascoal (2001b) where
a relative degree n plant will require up to the n’th derivative of θ in the
control law. It should be mentioned, though, that since we design a dynamic
update law for θ, higher order time derivatives may not pose a problem if
accounted for properly in the design. All kinds of permutations in the de-
sign are possible based on the application at hand and the mathematical
creativity of the designer.

1.2.4 Limitations

² This thesis will only deal with time-continuous plants. Clearly, the
presented conceptual ideas are valid for discrete plants using parallel
discrete design methods; however, such designs and analyses are not
included here.

² All the presented designs assume full state measurements. This means
that output feedback designs and controller/observer designs will not
be considered. The reader is encouraged to confer with the extensive
literature on such designs (Nijmeijer and Fossen; 1999) if a maneuver-
ing application requires an output feedback control structure.

² All plant models considered are of known structure. The parameters
of the models, however, may or may not be known.

² The applications considered in examples and experiments are all fully
actuated systems. This means that all degrees-of-freedom (DOF) can
be controlled simultaneously, implying that these systems are in some
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sense “easy” to control. Nevertheless, we stress that this thesis will
present conceptual ideas together with design tools for general classes
of systems. For speci…c applications with speci…c limitations, like those
that are nonholonomic or underactuated, the designs need to be mod-
i…ed in the same way as tracking designs are modi…ed to …t the same
applications.

1.3 Modularity in the closed-loop control system

It is convenient to systematize a closed-loop automatic control system by di-
viding it into subsystems or “blocks” that have speci…c input/output signals
and inherent properties. This makes it easier to modify the overall system
in case a task or objective changes, since only one or a few blocks need to
be changed. For instance, if we want to change the desired trajectory in a
tracking task, only the reference system needs to be adjusted, not the entire
control system.

For most applications considered in this thesis, we propose to call the
overall closed-loop system for an Automatic Navigation System. Such a
system consists of the blocks called the Plant, the Measurement system, the
Control system, and the Guidance system; see Figure 1.4.

Figure 1.4: Closed-loop automatic navigation system.

This naming convention is motivated by the fact that this automatic
feedback system performs navigation in this word’s original meaning:

Navigation is “the art and science of maneuvering safely and e¢ciently
from one point to another” (MSN Learning and Research; 2003). The word



1.3 Modularity in the closed-loop control system 13

navigation is derived from Latin where “navis” means boat and “agire”
means to guide. It “traditionally meant the art or science of conducting
ships and other watercraft from one place to another.” Today we talk about
navigating a car through a crowded city to get to the shopping mall, we
navigate on foot through a forrest to get to our favorite …shing lake, or a
space shuttle navigates from the earth to the moon. Speaking in terms of
dynamical systems we propose:

We navigate the output from the initial condition to the …nal destination
by maneuvering it safely and e¢ciently along a desired path with a desired
dynamic behavior.

A description of the main components of an Automatic Navigation
System follows:

² Plant: -the physical system under consideration, in this thesis rep-
resented by a set of di¤erential equations describing its motion and
behavior as a function of time. It is parametrized in terms of a set of
states, usually taken as physical quantities such as position, velocity,
accelerations, temperature, pressure, voltage, current, etc. In a con-
trol task, the states of the plant can be manipulated by a set of control
inputs representing the actuators. These are, for instance, the propul-
sion and steering devices in a vehicle. To enable automatic feedback
control, a subset (or function) of the states is measured by a sensory
system.

² Measurement system: -the sensory system used to measure at least
some of the physical states of the plant. It also includes …lters and
observers used to continuously estimate states that are not directly
measured, but can be derived (statically or dynamically) from the
measured states.

² Guidance system: -the planner (or supervisory decision maker) in
the automatic navigation system, taking as input operator commands
and, perhaps, the state of the system, and providing desired signals for
the action to come. In a tracking task the guidance system is the same
as a reference system, providing the desired trajectory with necessary
derivatives to the control law. In a maneuvering task, the guidance
system will provide information about the path and the desired dy-
namic assignment along the path.

² Control system: -a static or dynamic algorithm called a control law
that continuously determines the actions of the actuators of the plant
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in order for it to satisfy a certain control objective. Such objectives are
usually stated as either set-point regulation, tracking, maneuvering,
or path following. The control law will usually consist of feedback
terms from the system states and feedforward terms provided by the
guidance system.

Remark 1.1 An Automatic Navigation System, as de…ned here, should not
be confused with measurement systems such as an Inertial Navigation System
(INS) or a Global Navigation Satellite System (GNSS) with the speci…c con-
stellations GALILEO (European), GPS (American), and GLONASS
(Russian). These are sensor systems aiding local or global navigation. In
vehicle applications, a GNSS positioning system and an INS often consti-
tutes the major part of the measurement system. The GNSS primary mea-
surement is the absolute position, but it also provides translational velocity
by a built-in Kalman …lter, and orientation if several receivers are set up in
a geometric architecture. The INS primary measurements are usually lin-
ear accelerations by built-in accelerometers and orientation angles by built-in
gyrocompasses.

1.4 Mathematical preliminaries

1.4.1 Notation

Table 1.1: Mathematical abbreviations

Symbol: Meaning:
; empty set
2 element of
8 for all
9 there exists
:= de…ned as
=: de…nes
) implies
, if and only if
! to or converge to
7! maps to
% converge to from below
& converge to from above



1.4 Mathematical preliminaries 15

Table 1.2: Other abbreviations

Symbol: Meaning:
US Uniformly Stable
UGS Uniformly Globally Stable
UGAS Uniformly Globally Asymptotically Stable
UGES Uniformly Globally Exponentially Stable
LAS Locally Asymptotically Stable
LES Locally Exponentially Stable
UA Uniformly Attractive
UGA Uniformly Globally Attractive

a.e. almost everywhere
a.a. almost all
s.t. such that
w.r.t. with respect to

² Total time derivatives of a function x(t) are denoted _x, Äx, x(3), . . . , x(n).
A superscript with an argument variable will denote partial di¤er-
entiation with respect to that argument, that is, αt(x, θ, t) := ∂α

∂t ,
αx2(x, θ, t) := ∂2α

∂x2 , and αθn
(x, θ, t) := ∂nα

∂θn , etc. The gradient αx(x, θ, t)
with x 2 Rn will always be a row vector.

² For a function f : X ! Y we say that f is of class Cr, and write
f 2 Cr, if fxk(x), k 2 f0, 1, . . . , rg, is de…ned and continuous for all
x 2 X. f is continuous if f 2 C0, f is continuously di¤erentiable if
f 2 C1, and f is smooth if f 2 C1.

² The p-norm of a vector is jxjp := (
Pn

i=1 jxijp)1/p , where the most
commonly used is the 2-norm, or the Euclidean vector norm, simply
denoted jxj := jxj2 = (x>x)1/2. This reduces to the absolute value for
a scalar.

² The signals norms are denoted by jjxjjp :=
³R1

t0
jx(t)jp dt

´1/p
, where

in particular kxk := kxk1 = ess supfjx(t)j : t ¸ 0g. If a speci…c
time-interval [t0, t1] is of interest, we use the notation

°°x[t0,t1]
°° :=

ess supfjx(t)j : t 2 [t0, t1]g

² The distance-to-the-set function is denoted jxjA := d (x;A) =



16 Introduction

inf fd(x, y) : y 2 Ag where the point-to-point distance function is nor-
mally taken as d(x, y) = jx ¡ yj . Note that for an equilibrium, A =
f0g, the distance-to-the-set function reduces to the norm, jxjA =
jxjf0g = jxj .

² A column vector is often stated as col (x, y, z) :=
£
x>, y>, z>

¤> , while
a row vector is row(x, y, z) := [x>, y>, z>]. For a vector
x = col (x1, x2, . . . , xn) 2 Rnm we use the compact notation ¹xi :=
col (x1, x2, . . . , xi) , i = 1, . . . ,m. Whenever convenient (and clear from
the context) the notation j(x, y, z)j = jcol (x, y, z)j is used. A vector of
only ones is denoted 1 = [1, 1, . . . , 1]>.

² The induced norm of a matrix A is denoted jjAjjp := maxjxjp=1 jAxjp ,
where in particular kAk := kAk2 .

² The minimum and maximum eigenvalues of a matrix A are given by
λmin(A) and λmax(A).

² A diagonal matrix is often written as diag (a, b, c, . . .), and the identity
matrix is simply written I where its dimension should be clear from
the context.

² In control design, the subscript ‘d’ as in xd(t) or yd(θ) means ‘desired.’
It will always be used for a varying desired function. For constant
set-points the subscript ‘ref’ is used as in xref or uref .

A remark on the notation

The partial derivative notation, for instance αθ(x, θ, t), is a convenient com-
pact notation. However, a superscript can be confused with some other
mathematical operation, like taking the power of the function. This is solved
by always keeping the argument list of the function. Partial derivatives will
always come before the argument list, while other mathematical operations
are indicated after the list (with partial di¤erentiation as the primary oper-

ation). For example, f t(x, θ, t)2 =
³

∂f(x,θ,t)
∂t

´2
and ξθ2(θ, t)> =

³
∂2ξ(θ,t)

∂θ2

´>
.

The only exception is f¡1(x) which means the inverse map of the function
f , while f(x)¡1 = 1/f(x). If other ambiguous cases are encountered, they
are solved using parentheses.
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1.4.2 Stability of sets

Consider the ordinary di¤erential equation

_x = f(x) (1.6)

frequently referred to as the ‘system,’ where for each t ¸ 0 the vector x(t) 2
Rn is the state and f : Rn ! Rn is a su¢ciently smooth vector function. Let
x(t, x0) denote the solution of (1.6) at time t with initial state x(0) = x0.
If there is no ambiguity from the context, the solution is simply written as
x(t). It is de…ned on some maximal interval of existence (Tmin(x0), Tmax(x0))
where Tmin(x0) < 0 < Tmax(x0). The system (1.6) is said to be forward
complete if Tmax(x0) = +1 for all x0, backward complete if Tmin(x0) = ¡1
for all x0, and complete if it is both forward and backward complete (Lin,
Sontag and Wang; 1996).

In this thesis, stability for (1.6) will frequently be analyzed with respect
to a closed, not necessarily bounded, set A ½ Rn. Such a set is said to
be forward invariant for a forward complete system (1.6) if 8x0 2 A the
solution x(t, x0) 2 A, 8t ¸ 0. In order to measure the distance away from
the set, the “distance to the set A function” is de…ned as

jxjA := d (x;A) = inf fd(x, y) : y 2 Ag (1.7)

where the point-to-point distance function is in this thesis simply taken as
the Euclidean distance d(x, y) = jx ¡ yj .

An example is given by an equilibrium. An equilibrium point xe 2 Rn of
(1.6) is a point such that f(xe) = 0. It can be represented by the compact
set

A := fx 2 Rn : x = xeg .

The distance function is in this case jxjA = inf fjx ¡ yj : y = xeg = jx ¡ xej
showing that the distance function reduces to the traditional norm function.

Another example is the ε-ball given by the compact set

Aε = fx 2 Rn : jxj · εg ,

for which the distance function becomes jxjAε
= maxf0, jxj ¡ εg.

In the case when A is a compact set (closed and bounded) and it can be
established for a solution to (1.6) that the distance jx(t, x0)jA is bounded on
the maximal interval of existence, then the trajectory itself must necessarily
be bounded away from in…nity on the maximal interval of existence. By a
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contradiction argument it follows that the system must be forward complete.
In the case when A is not bounded (noncompact) this is not necessarily
true, and other means must be used to established forward completeness.
In stability de…nitions for such sets, forward completeness is therefore a
prerequisite that must hold for the system.

De…nition 1.1 If the system (1.6) is forward complete, then for this system
a closed, forward invariant set A is:

² Uniformly Stable (US) if there exists δ(¢) 2 K1 such that for any
ε > 0,

jx0jA · δ(ε), t ¸ 0 ) jx(t, x0)jA · ε. (1.8)

² Uniformly Globally Asymptotically Stable (UGAS) if it is US and
Uniformly Attractive (UA), that is, for each ε > 0 and r > 0 there
exists T > 0 such that

jx0jA · r, t ¸ T ) jx(t, x0)jA · ε. (1.9)

See Appendix A for the de…nitions of class K, K1, and KL functions.
The above stability de…nitions using ε ¡ δ bounds, is as shown by Lin et al.
(1996) and Khalil (2002) equivalent to using class-K and -KL estimates.

Di¤erent mathematical tools can be applied to establish stability of a
system of the form (1.6). By far the most important in this thesis is Lya-
punov’s direct method. Additionally, other tools like Barbalat’s Lemma
(Barb¼alat; 1959) and Matrosov’s Theorem (Matrosov; 1962) will be used. A
comprehensive threatment is given in Appendix A.

Set-stability for time-varying systems

Consider the time-varying system

_z = g(z, t) (1.10)

where z(t, t0, z0) 2 Rn is the solution, evolving from z0 at time t = t0 ¸ 0.
Within the framework of set-stability of noncompact sets it is possible to
analyze such a time-varying system as if it is time-invariant. Using a letter
p to represent the explicit time-variation t in (1.10), having dynamics _p = 1,
p(0) = t0 so that p(t) = t + t0, 8t ¸ 0, and de…ning x := col(z, p), then we
can de…ne the equivalent and seemingly time-invariant system

_x =
·

_z
_p

¸
=

·
g(z, p)

1

¸
=: f(x), x0 =

·
z0
t0

¸
, (1.11)
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for which x(t, x0) is the solution, evolving from x0 at time t = 0. According
to Lin (1992, Lemma 5.1.1) it follows that z(t, t0, z0) is a solution of (1.10) for
t ¸ t0 ¸ 0 if and only if x(t, x0) := col (z(t + t0, t0, z0), t + t0) is a solution
of (1.11) for t ¸ 0.

If stability for the original system (1.10) is analyzed with respect to the
origin z = 0, then for the new system this is analyzed as stability of the
noncompact set

A = f(z, p) 2 Rn £ R¸0 : z = 0g ,

for which the distance function is j(z, p)jA = jzj.
This ‘trick’ will frequently be applied in this thesis for analysis of closed-

loop maneuvering systems. The advantage is to avoid analyzing stability
of sets that in the state-space vary with time. One can instead apply the
rather extensive theory developed for stability of noncompact sets; see e.g.
Lin (1992); Lin, Sontag and Wang (1995); Sontag and Wang (1995a); Lin
et al. (1996); Teel and Praly (2000); Teel (2002). A disadvantage is, accord-
ing to Teel and Praly (2000), that it usually imposes stronger than necessary
conditions on the time-dependence of the right-hand side of (1.10), e.g. con-
tinuity when only measurability is needed.

It should be noted, that in this thesis we will usually not go to the step of
introducing the variable p but rather just use t as is with _t = 1 and t(0) = 0.
One should therefore be careful to distinguish this explicit time variation
from the implicit time, e.g. t 7! x(t) where x is a state, in equations of this
thesis (though they physically are the same).

Remark 1.2 Since the explicit time-variation often only enters through the
designed reference system, e.g. t 7! xd(t) or t 7! υs(θ, t), we could in
principle de…ne a new state p, running inside the control computer with
dynamics _p = 1, p(0) = t0, in order to implement t in these functions. This
would indeed make the closed-loop system time-invariant. There is, however,
no quantitative di¤erence in this as compared to just using time t, for t ¸ t0,
directly.

Systems with inputs

In some cases we consider systems with input

_x = f(x, u, t) (1.12)

where x(t) 2 Rn, 8t ¸ t0 ¸ 0, is the state, and u(¢) is a measurable, locally
essentially bounded input function u : R¸0 ! Rm. The space of such input
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functions is denoted Lm
1 with the norm jju[t0,1)jj := ess sup fu(t) : t ¸ t0g .

For each initial time and state x(t0) = x0 2 Rn and each u 2 Lm
1, let

x(t, t0, x0, u) denote the solution of (1.12) at time t. More general stability
concepts for (1.12) are given in terms of input-to-state stability (ISS); see
Sontag and Wang (1995b); Lin (1992); Edwards, Lin and Wang (2000):

De…nition 1.2 The system (1.12) is input-to-state stable if there exists
β 2 KL and γ 2 K such that, for each input u 2 Lm

1 and each x0 2 Rn, it
holds that

jx(t, t0, x0, u)j · β (jx0j , t ¡ t0) + γ
¡¯̄¯̄

u[t0,1)
¯̄¯̄¢

(1.13)

for each t ¸ t0 ¸ 0.

By causality the same de…nition holds if we replace jju[t0,1)jjwith jju[t0,t]jj.
ISS is a robust stability concept that guarantees bounded state for all

bounded inputs and UGAS of the origin when the input vanishes. ISS also
generalizes to set-stability, and a treatment is given in Appendix A.3.

An application of the set-stability and ISS tools is illustrated by the
following example.

Example 1.5 Claim: The noncompact set

A = f(x, t) : x = xd(t)g

is UGAS with respect to the scalar system

_x = ¡
¡
x3 ¡ xd(t)3

¢
+ _xd(t) =: f(x, t)

where the desired state xd(t) is bounded and absolutely continuous, and
j _xd(t)j · M, a.a. t ¸ 0.

Proof: Forward completeness is established by the auxiliary function W :=
1
2x

2 having a derivative _W = ¡x4 + xδ(t) · ¡ε jxj4 , 8 jxj ¸ 3
q

δ0
1¡ε where

δ0 is a bound on δ(t) := xd(t)3 + _xd(t) and ε 2 (0, 1). This shows input-to-
state stability (ISS) of the system with δ as input (see Appendix A.3), and
consequently that x(t) and f(x(t), t) are bounded for all t ¸ 0.
For the distance function we have that

j(x, t)jA = inf
(y,τ)2A

¯̄
¯̄
·

x ¡ y
t ¡ τ

¸¯̄
¯̄ = inf

τ

¯̄
¯̄
·

x ¡ xd(τ)
t ¡ τ

¸¯̄
¯̄ · jx ¡ xd(t)j .
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The absolute continuity of xd(t) together with boundedness of _xd(t) implies
that xd(t) is globally Lipschitz such that jxd(t) ¡ xd(τ)j · M jt ¡ τ j holds.
Let τ¤ be the (optimal) value that satis…es the above in…mum. Then

jx ¡ xd(t)j = jx ¡ xd(τ¤) + xd(τ¤) ¡ xd(t)j
· jx ¡ xd(τ¤)j + jxd(τ¤) ¡ xd(t)j

· jx ¡ xd(τ¤)j + M jt ¡ τ¤j · maxf1,Mg
¯̄
¯̄
·

x ¡ xd(τ¤)
t ¡ τ¤

¸¯̄
¯̄
1

·
p

2maxf1,Mg j(x, t)jA .

De…ning k :=
p

2maxf1, Mg the result is the equivalence relation

1
k

jx ¡ xd(t)j · j(x, t)jA · jx ¡ xd(t)j .

Let a smooth Lyapunov function be V (x, t) := 1
2 (x ¡ xd(t))2 . This has the

bounding functions, according to (A.19) and (A.20), de…ned as:

α1 (j(x, t)jA) :=
1
2

j(x, t)j2A · V (x, t) · k2

2
j(x, t)j2A =: α2 (j(x, t)jA)

V x(x, t)f(x, t) + V t(x, t) = ¡ (x ¡ xd(t))
¡
x3 ¡ xd(t)3

¢
=: ¡α3(j(x, t)jA).

Recall the property (x ¡ y)(d(x) ¡ d(y)) > 0, 8x 6= y, of a monotonically
strictly increasing function d(x). Using this with d(x) = x3 shows that α3 is
a positive de…nite function, and A is therefore UGAS according to Theorem
A.10.

1.4.3 Geometric relationships

Vectors and reference frames

A vector ~x is a quantity describing a magnitude and a direction. When
not related to any reference frame2, the vector is said to be coordinate-free.
However, in this thesis a vector will be related to a Euclidean space Rn

(sometimes called a Cartesian space) spanned by a set of orthogonal unit
vectors f~ε1,~ε2, . . . ,~εng so that

~x = x1~ε1 + x2~ε2 + ¢ ¢ ¢ + xn~εn (1.14)

2The names ‘coordinate frame’ and ‘reference frame’ means the same thing and will be
used interchangeably.
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where xi = ~x ¢~εi, i 2 f1, 2, . . . , ng, are the Cartesian coordinates of ~x in Rn.
The vector ~x can then be conveniently described as a coordinate vector

x = col (x1, x2, . . . , xn) ,

for which we drop the ‘arrow’ notation. This gives the orthogonal unit
coordinate vectors ε1 = col(1, 0, 0, . . . , 0), ε2 = col(0, 1, 0, . . . , 0), . . . , εn =
col(0, 0, 0, . . . , 1) representing the ‘axes’ of Rn.

In rigid-body dynamics the 3-dimensional space R3 is of particular in-
terest. The dynamic equations of motion involve kinematics, which is “the
study of motion without reference to the forces which cause motion,” and ki-
netics which is “the study of the relationships between the motion and the
forces that cause or accompany the motion” (Meriam and Kraige; 1993).
Several Cartesian reference frames are important in this context. The ab-
solute motion of a rigid body must be measured in a …xed coordinate frame
E, called an inertial reference frame, in R3 for Newton’s laws of motion to
apply. An inertial frame is not unique. Any …xed coordinate frame in R3

(our universe) can be used, and two such equivalent frames are related by a
translation and rotation.

For terrestrial navigation the interesting reference frames are:

ECI: The Earth-Centered Inertial reference frame. This is approximately
an inertial frame in which Newton’s laws of motion apply. It is a
nonrotating frame with origin at the center of mass of the Earth, z-
axis along the Earth’s spin axis and directed towards north, x-axis
directed towards the vernal equinox, and y-axis directed to make out
a right-hand triad.

ECEF: The Earth-Centered Earth-Fixed reference frame. This frame ro-
tates with the Earth. Its origin and z-axis coincide with the ECI-
frame, while the x-axis intersects the Greenwich meridian (0 ± longi-
tude) and the y-axis is directed to make out a right-hand triad. For
slow speed vehicles, navigating close to the Earth’s surface, this frame
is usually assumed inertial since the Earth’s angular rate of rotation
(ωe = 7.2921 ¢ 10¡5 rad/ s) is small.

NED: The North-East-Down reference frame. The origin of this frame
is located at the surface of the Earth with coordinates determined
by two angles (l, µ) denoting the longitude and latitude. Its x-axis is
pointing towards true North, y-axis towards East, and z-axis pointing
downwards and normal to the Earth’s surface. For local navigation of
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vehicles, close to the surface, it is common to assume that this frame
is inertial, and that the coordinates of the vehicle is given in the xy-
plane (tangential plane) of the NED frame (‡at Earth navigation). It
will frequently be referred to as the E-frame.

In addition, there are some particularly interesting local frames:

Body: A reference frame …xed to the body of the vehicle. For a marine
vessel the origin of this frame is usually chosen in the principal plane
of symmetry (The Society of Naval Architects and Marine Engineers;
1950) with x-axis – the longitudinal axis – directed from the aft to the
bow, y-axis – the transverse axis – directed from port to starboard,
and z-axis – the normal axis – directed from top to bottom. It will
frequently be referred to as the B-frame.

Path: A reference frame with origin at a point along a path. Its axes are
given by the x-axis directed along the unit tangent vector, the y-axis
directed along the unit principal normal vector, and the z-axis directed
along the unit binormal vector (Lipschutz; 1969). For a continuously
parametrized path it is often called the Serret-Frenet frame. It will be
referred to as the R-frame.

See Fossen (2002); Skjetne and Fossen (2001) for more details on these
frames and the transformations between them.

Rotations

It is pertinent in control applications for robotics, vehicles, aerospace, marine
systems, and navigation systems to represent a vector ~x with respect to
several Cartesian frames. Let A and B be two such frames with orthogonal
unit vectors ~a1, ~a2, ~a3 and~b1, ~b2, ~b3, respectively. Let xa 2 A and xb 2 B be3

the corresponding coordinate vectors of ~x. It can then be shown (Egeland
and Gravdahl; 2002) that these are related as

xa = Ra
bxb, Ra

b :=
n
~ai ¢~bj

o
(1.15)

where Ra
b is the rotation matrix from B to A. Since Rb

a :=
n
~bi ¢~aj

o
we get

that xb = Rb
axa = Rb

aRa
bxb which implies that

Rb
aR

a
b = I and Ra

b =
³
Rb

a

´¡1
. (1.16)

3The notation x 2 A means in this context that the elements of x are the coordinates
of ~x along the axes of A. In other words, x is decomposed in A.
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Two other important properties hold for a rotation matrix:

Ra
b =

³
Rb

a

´>
(1.17)

detRa
b = 1. (1.18)

showing that Rab is orthogonal with a unitary determinant. Such matrices
belongs to the set

SO(3) :=
n
R 2 R3£3 : R>R = I and detR = 1

o

called the Special Orthogonal group of order 3. A matrix R is a rotation
matrix i¤ R 2 SO(3).

A rotation about a …xed axis is called a simple rotation. Euler’s Theorem
states that the relative orientation between two reference frames A and B
can be produced by a simple rotation of B about some line in A. Any
simple rotation can again be produced by three rotations, called the principal
rotations, about the axes of A. For the nine elements in a rotation matrix,
R 2 R3£3, six constraints due to orthogonality implies that a minimum of
three variables are necessary to parametrize it. These are conveniently given
by the Euler angles: roll φ – rotation about the x-axis, pitch θ – rotation
about the y-axis4, and yaw ψ – rotation about the z-axis. The principal
rotations of angles φ, θ, and ψ about the axes x, y, and z are then given by
the rotation matrices

Rx,φ =

2
4

1 0 0
0 cosφ ¡ sinφ
0 sinφ cosφ

3
5 (1.19)

Ry,θ =

2
4

cos θ 0 sin θ
0 1 0

¡ sin θ 0 cos θ

3
5 (1.20)

Rz,ψ =

2
4

cosψ ¡ sinψ 0
sinψ cosψ 0

0 0 1

3
5
¢

(1.21)

Let £ := col(φ, θ, ψ) give the orientation of frame B with respect to frame

4Note that since θ is used as the path variable in this thesis, we will frequently use σ
as the pitch angle in later chapters.
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A. The corresponding rotation matrix from B to A becomes

R(£)ab :=Rz,ψRy,θRx,φ (1.22)

=

2
4

cθcψ ¡cφsψ + sθcψsφ sφsψ + cφsθcψ
cθsψ cφcψ + sθsφsψ ¡cψsφ + cφsθsψ
¡sθ cθsφ cθcφ

3
5

where c¢ = cos(¢) and s¢ = sin(¢) and the commonly used zyx-convention
have been applied.

The translational part of the motion of a rigid body is now given by
the coordinate vector pe = col(x, y, z) in the inertial frame E. The rota-
tional part is given by £ which describes the orientation of the body-…xed
frame B in E. Let vb = col(u, v,w) be the velocity vector of the rigid-body,
decomposed in B. This gives the kinematic relationship

_pe = R(£)ebvb (1.23)

for a rigid body. Likewise, let ωeb = col(p, q, r) be the angular velocity vector
of B in E . This can be related to the Euler rate vector _£ as

_£ = T£(£)ωb (1.24)

where the transformation matrix T£(¢) is

T£(£) :=

2
4

1 sinφ tan θ cosφ tan θ
0 cosφ ¡ sinφ
0 sinφ/ cos θ cosφ/ cos θ

3
5
¢

(1.25)

It is singular for θ = §90 ± which can pose a problem in some applications.
This is resolved by using for instance unit quaternions instead of the Euler
angles to parametrize Reb and T£. See Fossen (2002) for more details.

In some applications only the two-dimensional plane is important. In
this case the coordinate vector of the origin of B in E is pe = col(x, y),
whereas the orientation of B in E is simply given by the yaw angle ψ. Setting
φ = θ = 0 in (1.22) and (1.25) and eliminating the z-dimension gives the
rotation matrix from B to E in R2 as

R2(ψ)e
b :=

·
cosψ ¡ sinψ
sinψ cos ψ

¸

¢
(1.26)

Letting vb = col(u, v) be the body-…xed velocity vector we get _pe = R2(ψ)e
bvb

and _ψ = r. These two equations are commonly put together by de…ning
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η := col(pe, ψ), ν := col(vb, r), and R(ψ) := diag(R2(ψ)eb, 1) to get the
kinematic relationship

_η = R(ψ)ν, (1.27)

commonly used in 3 degrees-of-freedom control applications for vehicles.



Chapter 2

The Maneuvering Problem

This chapter introduces the concept of a parametrized path
and how a desired dynamic behavior along the path can be ex-
pressed i terms of a dynamic assignment. Using these concepts,
a new problem statement called the Maneuvering Problem is
proposed, which involves the primary task of converging to and
following the continuously parametrized path, and the secondary
task of satisfying the desired dynamic behavior along the path.

Some examples are presented to indicate the applicability
of this problem statement for several applications. It is further
shown that this problem statement implies the existence of a de-
sired forward invariant manifold to which all solutions of the dy-
namical system must converge. The main material of this chapter
have been published in Skjetne, Fossen and Kokotovíc (2002) and
Skjetne, Fossen and Kokotovíc (2004).

2.1 Path parametrization

2.1.1 A piecewise linear path

In maneuvering the main task is to converge to and follow a desired para-
metrized path. Many parametrizations of a path is possible. It can be
continuous, discrete, or even hybrid (a mix of both). Consider for instance
the path in Figure 2.1. This is a collection of n straight-line segments flig
connected at a set of n + 1 way-points (WP) with locations given by the
position vectors pi 2 R2, i = 1, . . . , n + 1 in an Earth-…xed reference (or
coordinate) frame E.
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Figure 2.1: A ship maneuvering from way-point to way-point along straight
line segments.

Discrete parametrization

A discrete parametrization of this path is found as follows. Let I = f1, 2, . . . ,
ng be a set of indices identifying each line-segment li in the path. At each
line segment li, i 2 I, we attach a local path reference frame Ri with origin
at way-point pi and x-axis pointed towards pi+1. Letting ε1 := col(1, 0),
ε2 := col(0, 1), and ψi be the angle of rotation of frame Ri in the Earth
frame E, this gives

ψi = arctan
µ

ε>2 (pi+1 ¡ pi)
ε>1 (pi+1 ¡ pi)

¶
.

A vector qRi 2 Ri is mapped to E by use of the rotation matrix R2(ψi) :
[¡π, π) ! R2£2, that is,

qE = R2(ψi)qRi 2 E, R2(ψi) :=
·

cosψi ¡ sinψi
sinψi cosψi

¸
.

For a position vector p 2 E, let η(p, i) := R2(ψi)> (p ¡ pi) 2 Ri be the local
representation of the point p expressed as a vector in reference frame Ri.
We then get that ε>1 η(p, i) is the projection of p onto the line segment li,
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and jε>2 η(p, i)j is the Euclidean distance from p to li (often referred to as
the cross-track error). The path is de…ned by those points for which this
distance is zero, that is,

P :=
n
p 2 R2 : 9i 2 I s.t.

¯̄
¯ε>2 R2(ψi)

> (p ¡ pi)
¯̄
¯ = 0

o
. (2.1)

We notice that the path is discretely parametrized by the index i which
identi…es all points along line segment li.

Continuous parametrization

For a continuous parametrization we de…ne

pd(θ) :=

8
>>>>>>>><
>>>>>>>>:

p1 + θ (p2 ¡ p1) ; θ 2 [0, 1)
p2 + (θ ¡ 1) (p3 ¡ p2) ; θ 2 [1, 2)

...
pi + (θ ¡ i + 1) (pi+1 ¡ pi) ; θ 2 [i ¡ 1, i)

...
pn¡1 + (θ ¡ n + 2) (pn ¡ pn¡1) ; θ 2 [n ¡ 1, n).

(2.2)

The path is then simply given by the set

P :=
©
p 2 R2 : 9θ 2 [0, n) s.t. p = pd(θ)

ª
. (2.3)

For this path, each point along the path is uniquely determined by a speci…c
value θ 2 [0, n).

Hybrid parametrization

Lastly, we show a hybrid representation. For this we identify each line
segment by an index i and continuously parametrize each line segment by
θ, taking values in a …xed interval, for instance, [0, 1). An expression for the
line segment i is then pd(i, θ) := pi + θ (pi+1 ¡ pi) so that pd(i, 0) = pi and
limθ%1 pd(i, θ) = pi+1. The path becomes

P :=
©
p 2 R2 : 9i 2 I and θ 2 [0, 1) s.t. p = pd(i, θ)

ª
, (2.4)

and we notice that each point along the path (except pn+1) is uniquely
determined by a pair (i, θ) 2 I £ [0, 1).
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2.1.2 A Cr path generated from way-ponts

One method to generate a Cr path is to …rst specify a set of n + 1 way-
points (WPs), and then construct a su¢ciently di¤erentiable curve that
goes through the way-points by using splines and interpolations techniques.
The piecewise linear path used as an example in Section 2.1.1 showed one
such curve being C0. Figure 2.5 illustrates another where the guidance tools
developed by Corneliussen (2003) were applied to generate a C3 path, based
on 12 speci…ed way-points, encircling an oil production platform.

To construct the overall desired path pd(θ) it is …rst divided into n sub-
paths pd,i(θ), i = 1, . . . , n between the way-points. Each of these is expressed
as a polynomial in θ of a certain order. Then the expressions for the sub-
paths are concatenated at the way-points to assemble the full path. To
ensure that the overall path is su¢ciently di¤erentiable at the way-points,
the order of the polynomials must be su¢ciently high.

For simplicity we consider R2. Let I = f1, 2, . . . , ng be a set of indices
identifying each subpath. The overall desired curve is denoted pd(θ) =
col(xd(θ), yd(θ)), θ 2 [0, n], while pd,i(θ) = col(xd,i(θ), yd,i(θ)), i 2 I, are
the subpaths and pi = col(xi, yi), i 2 I [ fn + 1g, are the way-points. A
common choice is to let θ take an integer value at each way-point, starting
with θ = 0 at WP 1 and θ = i¡1 at WP i. The di¤erentiability requirement,
pd(θ) 2 Cr, means that at the connection of two subpaths, the following must
hold

lim
θ%i¡1

xd,i¡1(θ) = lim
θ&i¡1

xd,i(θ) lim
θ%i¡1

yd,i¡1(θ) = lim
θ&i¡1

yd,i(θ)

lim
θ%i¡1

xθ
d,i¡1(θ) = lim

θ&i¡1
xθ

d,i(θ) lim
θ%i¡1

yθ
d,i¡1(θ) = lim

θ&i¡1
yθ

d,i(θ)
...

...
lim

θ%i¡1
xθr

d,i¡1(θ) = lim
θ&i¡1

xθr

d,i(θ) lim
θ%i¡1

yθr

d,i¡1(θ) = lim
θ&i¡1

yθr

d,i(θ)

for i 2 Inf1g. We consider polynomials of order k, that is,

xd,i(θ) = ak,iθk + . . . + a1,iθ + a0,i
yd,i(θ) = bk,iθk + . . . + b1,iθ + b0,i

(2.5)

where the coe¢cients faj,i, bj,igmust be determined. For each subpath there
are (k + 1) ¢ 2 unknowns so that there are (k + 1) ¢ 2n unknown coe¢cients
in total to be determined for the full path. Many methods for calculating
these coe¢cients exist. The most obvious is perhaps to set it up as a large
set of (k + 1) ¢ 2n linear equations, Aφ = b, for the full path and solve
these in a single operation as φ = A¡1b. However, as the number n of
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subpaths increases, this soon encounters numerical problems in the inversion
of A. Instead, it is possible to calculate the coe¢cients for each subpath
independently. To ensure the desired continuity at the connection points,
we assign numerical values which are common for the neighboring subpaths.

Next, two methods for constructing the path is outlined. There exist
many other methods for solving this task. In particular, the reader is encour-
aged to look into constrained optimization techniques for path generation.
This is not within the scope here.

Method 1: Direct continuous parametrization

For a k’th order polynomial xd,i(θ) we have that xθj

d,i(θ) = 0 for j ¸ k + 1.
Hence, we can only form equations from the …rst k derivatives of xd,i(θ).
The following equations can be set up:

C0 : For continuity at the way-points we get for i 2 I the 2 ¢ 2n equations:

xd,i(i ¡ 1) = xi yd,i(i ¡ 1) = yi
xd,i(i) = xi+1 yd,i(i) = yi+1.

(2.6)

C1 : At the …rst way-point the slope is chosen to point against the second
way-point. Likewise, at the last way-point the slope is chosen to point
against the second-last way-point. This gives the 2 ¢ 2 equations:

xθ
d,1(0) = x2 ¡ x1 yθ

d,1(0) = y2 ¡ y1
xθ

d,n(n) = xn+1 ¡ xn yθ
d,n(n) = yn+1 ¡ yn. (2.7)

At intermediate way-points the slopes are chosen as a formula based
on the neighboring way-points, for instance, the 2 ¢ 2(n¡1) equations:

xθ
d,i(i ¡ 1) = λ (xi+1 ¡ xi¡1)

yθ
d,i(i ¡ 1) = λ (yi+1 ¡ yi¡1)

¾
i = 2, . . . , n

xθ
d,i(i) = λ (xi+2 ¡ xi)

yθ
d,i(i) = λ (yi+2 ¡ yi)

¾
i = 1, . . . , n ¡ 1

(2.8)

where λ > 0 is a design constant. λ = 0.5 means that the slope at
WP i is the average of pointing against WP i¡ 1 and WP i+1, while
λ < 0.5 allows for a sharper corner and λ > 0.5 outstretches the corner
at WP i.
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Cj : Derivatives of order j ¸ 2 can be set to zero. This gives for i 2 I the
2 ¢ 2n equations:

xθj

d,i(i ¡ 1) = 0 yθj

d,i(i ¡ 1) = 0
xθj

d,i(i) = 0 yθj

d,i(i) = 0.
(2.9)

If the di¤erentiability requirement of the path is Cr, then the above
equations up to j = r gives 2(r+1)¢2n equations used to solve for (k+1)¢2n
unknowns. As a result, the order k of the polynomials must be

k = 2r + 1. (2.10)

The path generation problem is now set up as n linear, decoupled sets
of equations Aiφi = bi, i 2 I, where the unknown vector φi is

φi = col
³
faj,igj=k,...,0 , fbj,igj=k,...,0,

´
2 R2(k+1)

and Ai and bi are formed correspondingly according to the above equations.
Unfortunately, there is a numerical problem in this procedure. The matrix
Ai will contain in its elements powers of i ¡ 1, i, and i + 1 where i 2 I, and
the powers range from zero to r = 1

2(k ¡ 1). This indicates a large variation
in the singular values for Ai. It was described by Corneliussen (2003) that
for k = 5 then Ai becomes ill-conditioned for i ¸ 8 which means that a
maximum of 7 way-points can be allowed.

Method 2: Hybrid parametrization

To alleviate the ill-conditioning problem, an alternative method is to con-
tinuously parametrize each subpath within a …xed interval ε 2 [0, 1) and
let an index i identify the subpath i. This corresponds to the hybrid para-
metrization described in Section 2.1.1. The equations used to calculate the
coe¢cients are mainly the same as for Method 1 above:

C0 : Continuity at the way-points gives for i 2 I:

xd,i(0) = xi yd,i(0) = yi
xd,i(1) = xi+1 yd,i(1) = yi+1.

(2.11)

C1 : The slopes at the …rst and last way-points are chosen as:

xθ
d,1(0) = x2 ¡ x1 yθ

d,1(0) = y2 ¡ y1
xθ

d,n(1) = xn+1 ¡ xn yθ
d,n(1) = yn+1 ¡ yn. (2.12)
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The slopes at the intermediate way-points are chosen as:

xθ
d,i(0) = λ (xi+1 ¡ xi¡1)

yθ
d,i(0) = λ (yi+1 ¡ yi¡1)

¾
i = 2, . . . , n

xθ
d,i(1) = λ (xi+2 ¡ xi)

yθ
d,i(1) = λ (yi+2 ¡ yi)

¾
i = 1, . . . , n ¡ 1

(2.13)

where λ > 0 is a design constant.

Cj : Setting derivatives of order j ¸ 2 to zero gives for i 2 I:

xθj

d,i(0) = 0 yθj

d,i(0) = 0
xθj

d,i(1) = 0 yθj

d,i(1) = 0.
(2.14)

The result is a hyprid parametrization of the path,

p̂d(i, ε) =
·

xd,i(ε)
yd,i(ε)

¸

,
(2.15)

where i 2 I and ε 2 [0, 1). This does not conform with the requirement of a
continuous parametrization. However, since

lim
ε%1

p̂εj

d (i ¡ 1, ε) = lim
ε&0

p̂εj

d (i, ε)

holds for j = 0, . . . , r and i = 2, . . . , n¡1, a map pd(θ) can be constructed so
that θ 7! pd(θ) is Cr. For θ 2 [0, n), let i = bθc+1 2 I and ε = θ¡bθc 2 [0, 1)
where b¢c is the ‡oor operation. Then we have the desired Cr map

θ 7! pd(θ) := p̂d (i(θ), ε(θ)) (2.16)

which is a continuous parametrization by θ; see Figure 2.2.

Figure 2.2: Block diagram showing the Cr map θ 7! pd(θ).
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Di¤erent applications and control design methodologies will require dif-
ferent ways of parametrizing the path. For instance, a discrete parame-
trization may be most appropriate for the methodology presented by Fossen
et al. (2003) and Breivik and Fossen (2004). In the continuation of this the-
sis, however, the path will be a continuously parametrized curve yd(θ) 2 Cr

where r is su¢ciently large.

2.2 Dynamic assignments

The second task is to satisfy a desired dynamic behavior along the path.
This can be expressed in terms of a time assignment, speed assignent, or
acceleration assignment along the path:

1. A Time Assignment means to be at speci…c points along the path at
speci…c time instants. For a continuous parametrization yd(θ), speci…c
values like θ1, θ2, etc., must correspond to speci…c time instants t1,
t2, etc., perhaps dependent through a design function υt(¢) so that
θ1 = υt(t1) and θ2 = υt(t2).

2. A Speed Assignment is to obtain a desired speed for y along the
path. If yd(θ) is a continuous parametrization this can be translated
into a desired speed for _θ. This desired speed may depend on the
location along the path given by θ (as for instance speed limits along
a road), or it may explicitly depend on time. A natural choice is
therefore to express the desired speed for _θ as a design function υs(θ, t).

3. An Acceleration Assignment is to obtain a desired acceleration for
y along the path. For a continuous parametrization yd(θ) this can be
expressed by a design function υa( _θ, θ, t) for Äθ, which may depend on
the speed _θ along the path in addition to θ and t.

The assignment functions υt, υs, or υa should express the desired dy-
namic behavior along the path when perfectly tracing it, that is, they should
be satis…ed in the limit as the output converges to the path. This opens for
‡exibility in the design since the time evolution of θ(t), _θ(t), or Äθ(t) can ad-
ditionally be shaped by the system state. In the designs presented in later
chapters, this ‡exibility will be exploited to achieve a favorable dynamic re-
sponse for the closed-loop system. Note that the assignment functions could
in principle also depend explicitly on the system state x to give even more
‡exibility in the design. This is, however, not considered in this treatise.
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We also …nd that a tracking problem corresponds to satisfying a time
assignment identically. Indeed, setting θ = υt(t) in yd(θ) gives the desired
output ~yd(t) := yd(υt(t)) for a tracking task. In this case the ‡exibility of
only needing to satisfy the assignment in the limit, θ(t) ! υt(t), is lost.

2.3 The Maneuvering Problem Statement

For a system output y 2 Rm, the desired path is all points represented by
the set

P := fy 2 Rm : 9θ 2 R s.t. y = yd(θ)g (2.17)

where yd is continuously parametrized by θ. We will interchangeably call
both yd(θ) and P for the desired path. Given the desired path (2.17) and a
dynamic assignment, the Maneuvering Problem is comprised of the two
tasks:

1. Geometric Task: For any continuous function θ(t), force the output
y to converge to the desired path yd(θ),

lim
t!1

jy (t) ¡ yd (θ(t))j = 0 (2.18)

2. Dynamic Task: Satisfy one or more of the following assignments:

2.1 Time Assignment: Force the path variable θ to converge to a
desired time signal υt(t),

lim
t!1

jθ (t) ¡ υt (t)j = 0. (2.19)

2.2 Speed Assignment: Force the path speed _θ to converge to a
desired speed υs(θ, t),

lim
t!1

¯̄
¯ _θ (t) ¡ υs (θ(t), t)

¯̄
¯ = 0. (2.20)

2.3 Acceleration Assignment: Force the path acceleration Äθ to
converge to a desired acceleration υa( _θ, θ, t),

lim
t!1

¯̄
¯Äθ (t) ¡ υa

³
_θ(t), θ(t), t

´¯̄
¯ = 0. (2.21)
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The Maneuvering Problem, as de…ned above, only speaks about the su-
perior goal of convergence to the path and dynamic assignment. To properly
de…ne the Maneuvering Control Objective, suitable for control design, we will
add conditions about feasibility of the geometric and dynamic tasks together
with boundedness of the system states.

Example 2.1 Consider systems that can be transformed into

_z = g(z, y) (2.22a)

y(r) = u (2.22b)

with uniform relative degree r, where z 2 Rn¡rm is the state of the zero
dynamics, y 2 Rm is the output, and u 2 Rm is the control. In this system,
(2.22b) corresponds to m chains of r integrators for which y drives the zero
dynamics (2.22a).
Let yd(θ) 2 Cr be the desired path corresponding to the geometric task (2.18).
Di¤erentiating yd(θ) r times with respect to time yields a continuous function
y(r)d = ©(θ, _θ, Äθ, . . . , θ(r)). To ensure invariance of the path yd(θ) with respect
to (2.22), there must then exist an admissible control function u = u¤ such
that the di¤erential equation

©
³
θ, _θ, Äθ, . . . , θ(r)

´
¡ u¤ = 0 (2.23)

has a solution θ¤. If this is true, then the control design task is to develop
a control law for u that ensures attractivity and invariance of the path. By
the designs presented later in this thesis, this objective is easily achieved
for the subsystem (2.22b). However, depending on the stability properties
of the zero dynamics (2.22a), one may still encounter the situation where
the z state grows unbounded and eventually causes a failure for the com-
plete system. Stable zero dynamics would circumvent this problem, whereas
Al-Hiddabi and McClamroch (2002); Daµcíc and Kokotovíc (2005); Aguiar,
Daµcíc, Hespanha and Kokotovíc (2004); Aguiar, Hespanha and Kokotovíc
(2005) provide methods for dealing with unstable zero dynamics.

Example 2.2 A mechanical system is often parametrized as

M(q)Äq + C(q, _q) _q + D(q) _q + g(q) = B(q)u (2.24)

where q, _q 2 Rn are vectors of generalized coordinates and velocities, u 2 Rm

is the control input vector, M(q) is the system inertia matrix, C(q, _q) corre-
sponds to Coriolis forces, D(q) represent dissipative forces, g(q) is the restor-
ing forces, and B(q) is a matrix function with rank equal to the number of
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control inputs; see Ortega et al. (1998) for details. Suppose m < n such that
the system is underactuated. Then there exists B?(q) 2 R(n¡m)£n, formed
by the basis vectors of the left-nullspace of B(q), such that B?(q)B(q) = 0.
Suppose qd(θ) is a desired path for q. Di¤erentiating qd twice with respect to
time and substituting into the plant dynamics, gives

M(qd(θ))
³
qθ2
d (θ) _θ

2
+ qθ

d(θ)Äθ
´

+ C(qd(θ), qθ
d(θ))q

θ
d(θ) _θ

2

+D(qd(θ))qθ
d(θ) _θ + g(qd(θ)) = B(qd(θ))u.

(2.25)

Premultiplying (2.25) with B?(qd(θ)) gives then a constraint di¤erential
equation of the form

α(θ)Äθ + β1(θ) _θ
2
+ β2(θ) _θ + γ(θ) = 0. (2.26)

It follows from the results of Shiriaev and Canudas-de Wit (2005); Shiriaev,
Robertsson, Pacull and Fossen (2005) that if there exists an admissible con-
trol function u = u¤ that renders the path qd(θ) invariant for (2.24), then θ
must be a solution to (2.26).

Let the plant under consideration be a nonlinear system

_x = f(x, u) (2.27a)

y = h(x) (2.27b)

where for each t ¸ 0, y(t) 2 Rp is the output, x(t) 2 Rn is the state, and
u(t) 2 Rm is the control. The input u is a measurable, locally essentially
bounded function u : R¸0 ! Rm. The space of such functions is denoted
Lm
1 with the norm jjujj := ess sup fu(t) : t ¸ 0g . Let U ½ Lm

1 be the set of
all admissible control functions.

Structural constraints in (2.27) or restrictions in the control space may
add limitations to the Geometric and Dynamic tasks. Hence, for the maneu-
vering problem to be solvable, feasibility of the two tasks must be veri…ed.

For the system (2.27), having maximum relative degree r, a feasibility
constraint di¤erential equation of the form

©
³
θ, _θ, Äθ, . . . , θ(r), u

´
= 0 (2.28)

is derived by di¤erentiating y = yd(θ) up to r times and substituting the
resulting expressions into (2.27). For each u 2 U , let £(u) be the set of all
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solutions to (2.28) with u as input. Furthermore, let the set of all admissible
u such that £(u) is non-empty, be

V := fu 2 U : £(u) 6= ;g . (2.29)

We then say:

² The Geometric Task of the Maneuvering Problem is feasible for (2.27)
if V is non-empty, i.e., there exists at least one u¤ 2 U such that £(u¤)
is non-empty.

² The Dynamic Task of the Maneuvering Problem is feasible for (2.27)
with respect to a feasible Geometric Task if there exists at least one
u¤ 2 V such that the corresponding θ¤ 2 £(u¤) satis…es the Dynamic
Task, that is, either θ¤(t) = υt(t), _θ

¤
(t) = υs(θ¤(t), t), or Äθ

¤
(t) =

υa( _θ
¤
(t), θ¤(t), t).

Having de…ned these feasibility conditions, the Maneuvering Control
Objective is to construct a control law for (2.27) that solves the Maneu-
vering Problem with respect to a feasible Geometric Task and a feasible
Dynamic Task, while keeping all system states bounded.

We call a control law solving the Maneuvering Control Objective for a
Maneuvering Controller. In the special case when the dynamic task is a
time assignment which is satis…ed identically, that is, θ(t) = υt(t), 8t ¸ 0,
we call the corresponding maneuvering controller for a tracking controller.
In this thesis the dynamic task will mostly be speci…ed in terms of a speed
assignment. However, Section 3.2 shows a modi…cation in the control design
where both a speed assignment and time assignment are satis…ed in the limit.

2.4 Examples

2.4.1 A typical maneuvering problem

We now return to Example 1.2 and show how the Maneuvering Problem can
be used constructively to formally set up the control objective. Suppose the
motion of the tip of the cutting tool is represented by

M Äx + D ( _x) _x + K (x)x = u (2.30)

where x 2 R2 is the position in the plane, the force u 2 R2 is the control,
M = M> > 0 is the system inertia matrix, and D ( _x) = D0+D1 ( _x) > 0 and
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Figure 2.3: The triangular path for the control objective.

K (x) = K0 + K1 (x) are the respective linear and nonlinear damping and
spring matrices. The control objective is for the tip of the cutting tool y = x
to trace the triangular path yd(θ) in Figure 2.3, continuously parametrized
by θ as

yd (θ) =

8
><
>:

[θ, θ]> ; θ 2 [0, 1) ,
[θ, 2 ¡ θ]> ; θ 2 [1, 2) ,
[4 ¡ θ, 0]> ; θ 2 [2, 4) .

(2.31)

To illustrate that many feasible parametrizations are possible, this is neither
the same parametrization as proposed for the straight-line path in (2.2), nor
is θ the distance travelled by the cutting tool; while θ progresses from 0 to
1, the distance travelled is 1.41m, and the total distance around the path is
4.83m.
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Figure 2.4: The speed assignment υs (θ) along the triangular path.

The task is to trace the path as fast as possible under a maximum speed
constraint of about ms ¼ 0.1m/ s, and with a maximum deviation from the
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triangular path less than 10¡3 m. Since the triangular path is not C1, perfect
tracing is not feasible. However, tracing within the maximum deviation
constraint is achievable with the strategy for the cutting tool to trace each
edge and stop and restart at each corner. The desired speed should be small
near the corners to avoid large transients that could exceed the maximum
deviation constraint. This motivates a speed assignment υs(θ) that purely
depends on the location along the path. Thus, between the corners k and
k + 1, k = 1, 2, 3, we assign the following speed pro…le:

υs (θ) =

8
<
:

ms
πjyθ

dj arctan
³

θ¡θk¡a1
a2

´
+ ms

2jyθ
dj ; θ 2

h
θk, θk + θk+1¡θk

2

´

ms
πjyθ

dj arctan
³

θk+1¡a1¡θ
a2

´
+ ms

2jyθ
dj ; θ 2

h
θk + θk+1¡θk

2 , θk+1

´

(2.32)
where θ1 = 0, θ2 = 1, θ3 = 2, and θ4 = 4, as shown in Figure 2.4 for
θ 2 [0, 4). The parameter a1 sets the width of the low speed regions around
the corners, while a2 smoothens the square wave.

This example is revisited with a controller design in Chapter 4.1.3.

2.4.2 Application to DP

For dynamical positioning (DP) the equations of motion of a ship can be
simpli…ed to a 3 degrees-of-freedom (DOF) model. The 3 DOF states are
the Cartesian coordinates (x, y) and the heading (ψ) in a local Earth-…xed
reference frame E, and the corresponding linear velocities (u, v) and angular
rate (r) in the body-…xed reference frame B. In vector form, letting η :=
col(x, y, ψ) 2 E and ν := col(u, v, r) 2 B, the resulting dynamics are

_η = R(ψ)ν
M _ν + Dν = τ + R(ψ)>b (2.33)

whereR(ψ) 2 R3£3 is the rotation matrix in (1.27) mapping the vector ν 2 B
to _η 2 E, the matrix M = M> > 0 is the system inertia matrix, D > 0 is a
constant damping matrix, τ 2 B is the control input, and b 2 E is a constant
(or slowly varying) bias in the system; see Chapter 5 and Appendix B for
more details.

As mentioned in Example 1.3, DP station-keeping is a set-point regu-
lation problem, i.e., force the output η of the ship to maintain a constant
reference position and heading ηref . However, as illustrated in Example 1.3
we can also set up DP as a maneuvering problem. Since a supply vessel often
will have to reposition itself at di¤erent locations around a platform, we can
construct a curve as a continuous parametrization containing all reference
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points and the path between them. By constraining the vessel to the path
and commanding online the speed of the vessel along the path, setting it to
zero when a reference location is reached and nonzero to move between the
locations, the result becomes a safe and functional DP operation.

Figure 2.5: A sketch of the Oseberg South platform, seen from above, with
a surrounding desired path on which a supply vessel should move. The path
is a C3 curve generated by 12 way-points. See also Figure 1.2.

Path generation: To solve this as a maneuvering problem we let the
desired path be

ηd(θ) = col
¡

xd(θ), yd(θ), ψd(θ)
¢

where pd(θ) = col(xd(θ), yd(θ)) is a curve generated by the speci…cation of
way-points as described above. One choice for the desired heading ψd(θ) is
as a constant reference ψd(θ) = ψref , or it can be chosen as the angle of the
tangent vector along the path,

ψd(θ) := arctan
µ

yθ
d(θ)

xθ
d(θ)

¶
. (2.34)

The former choice means that the heading of the vessel can be controlled to
a …xed reference, for instance pointing against the resulting environmental
force, while the position of the vessel moves along the path. The latter
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choice will keep the vessel aligned with the path. Since (2.33) is a vector
relative degree two plant (Isidori; 1995), control design will require that the
desired path ηd(θ) must be C2. From (2.34) this means that pd(θ) must be
C3 and consequently, by (2.10), the order of the polynomials generating the
positional curve must be k = 7.

Speed assignment: For the speed assignment υs(θ, t) we let a desired
path speed (in m/ s) be a commanded input speed ud(t). Since the identity

j _pd(θ(t))j =
q

xθ
d(θ(t))2 _θ(t)2 + yθ

d(θ(t))2 _θ(t)2

=
q

xθ
d(θ(t))2 + yθ

d(θ(t))2 jυs(θ(t), t)j = jud(t)j (2.35)

must hold along the path, we get the speed assignment

υs(θ, t) :=
ud(t)q

xθ
d(θ)2 + yθ

d(θ)2
. (2.36)

Setting ud(t) = 0 will stop the vessel on the path, while setting ud(t) > 0
will move the vessel in positive direction along the path and ud(t) < 0 will
move it in negative direction.

2.4.3 Path following for a formation of AUVs

An autonomous underwater vehicle (AUV) is a 6 DOF system given by the
Cartesian coordinates p = col(x, y, z) in a local Earth-…xed reference frame
E and orientation given by the Euler angles £ = col(φ, σ, ψ) where φ is the
roll angle, σ is the pitch angle1, and ψ is the yaw angle. This gives the
state vector η = col(p,£). We let a body-…xed frame B be attached to the
vehicle with axes xB: the longitudinal axis directed from aft to bow, yB:
the transverse axis directed to starboard, and zB: the normal axis directed
from top to bottom; see Figure (2.6). The body-…xed velocity state vector
are then ν = col(u, v,w, p, q, r) 2 B where (u, v,w) are the linear velocities
in surge, sway, and heave, and (p, q, r) are the angular velocities for roll,
pitch, and yaw (Fossen; 2002).

We consider a formation of n AUVs, as motivated in Example 1.4, and let
an index i 2 I := f1, 2, ¢ ¢ ¢ , ng identify each individual AUV. Its dynamics
are

_ηi = J (£i) νi
Mi _νi + Ci(νi)νi + Di(νi)νi + gi(ηi) = τ i + g0i

(2.37)

1The normal convention (The Society of Naval Architects and Marine Engineers; 1950)
is to use θ for the pitch angle, but σ is chosen here to not confuse it with the path variable.
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Figure 2.6: The B-frame of the Explorer 3500 AUV. Courtesy: International
Submarine Engineering Ltd.

where J (£i) = diag (R (£i)eb , T£ (£i)) is a transformation matrix using
(1.22) and (1.25), Mi is the system inertia matrix, Ci accounts for Coriolis
and centripetal terms, Di is a nonlinear damping matrix, gi is a vector of
restoring forces, g0i account for pretrimming and ballast control, and τ i is
the input vector used for control (we assume it is fully actuated). For more
details on this model, see Fossen (1994, 2002); Egeland and Gravdahl (2002).

Path generation: To set up the formation, we de…ne a point called
the formation reference point (FRP) to represent the whole formation as
one. Letting pd(θ) 2 E be the desired positional curve for the FRP and
£d(θ) the desired orientation along the curve, the overall desired path for
the FRP is ηd(θ) = col(pd(θ),£d(θ)). We de…ne a new reference frame called
the formation reference frame, denoted F , with origin in pd(θ) and axes xF :
the tangent vector, yF : the normal vector, and zF : the binormal vector
along the curve pd(θ), making out a right-hand system2; see Figure 2.7.

Relative to the FRP we assign the desired positions for each AUV by
a set of assignment vectors li 2 F . Let R (£)ef be the rotation matrix that
maps a vector in F to E; see Section 1.4.3. The paths for the individual
AUV members in the formation is then

ηd,i(θ) =
·

pd,i(θ)
£d,i(θ)

¸
=

·
pd(θ) + R (£d(θ))ef li

£d(θ)

¸

.
(2.38)

2Note that the zF -axis is chosen to point downwards. This is standard notation ac-
cording to SNAME (The Society of Naval Architects and Marine Engineers; 1950), having
zero depth at the surface and positive depth at the seabed.
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Figure 2.7: Three Hugin AUVs swimming in formation along a pipeline.
The coordinate axes indicates the formation reference frame with origin in
the FRP. Courtesy: Anders S. Wroldsen.

The curve pd(θ) can, for instance, be constructed using the way-point path
generation technique discussed in the previous section by extending the
methodology to R3. We choose £d(θ) as the orientation of F in E along
pd(θ). This gives

φd(θ) := arctan
³

zθ
d(θ)

yθ
d(θ)

´

σd(θ) := arctan
³¡zθ

d(θ)
xθ

d(θ)

´

ψd(θ) := arctan
³

yθ
d(θ)

xθ
d(θ)

´
(2.39)

which concludes the path generation.
Speed assignment: The speed assignment can be designed according

to a desired path speed ud(t), as in (2.36), for the FRP. In R3 this gives

υs(θ, t) :=
ud(t)q

xθ
d(θ)2 + yθ

d(θ)2 + zθ
d(θ)2

. (2.40)

Since in this case the AUVs are chosen to be aligned with the path, the
speed ud(t) corresponds to a desired surge speed for the FRP. The de-
sired surge speeds for the AUVs themselves, however, are slightly di¤er-
ent according to their assigned positions in the formation. Indeed, using
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jud(t)j =
¯̄
pθ

d(θ(t))
¯̄
jυs(θ(t), t)j we get that

j _pd,i(θ(t))j =
¯̄
¯ _pd(θ(t)) + _R (£d(θ(t)))e

f li
¯̄
¯

=
¯̄
¯pθ

d(θ(t)) + Rθ (£d(θ(t)))e
f li

¯̄
¯ jυs(θ(t), t)j

=

¯̄
¯pθ

d(θ(t)) + Rθ (£d(θ(t)))e
f li

¯̄
¯

¯̄
pθ

d(θ(t))
¯̄ jud(t)j = jud,i(t)j

showing that ud,i(t) is only equal to ud(t) for straight-line path segments
where Rθ (£d(θ))ef = 0. Nevertheless, note that only the common formation
speed ud(t) is commanded to the formation. This will automatically ensure
that the AUVs follow their individual paths with individual path speed
ud,i(t).

Centralized or decentralized schemes

Notice that the motion of the AUVs in formation along the path pd(θ) for the
FRP is solely determined by the time evolution of the single path variable
θ(t). In a sense this implies a centralized scheme, at least for the formation
guidance system which determines the time evolution of θ(t). The individual
control laws can be decentralized, but they will all depend on the common
variable θ.

It is possible to also decentralize the formation guidance system. Having
constructed the individual parallel paths (2.38) we can implement them with
decentralized θ values, that is, for each AUV we assign an individual path
variable θi. The formation objective is then solved for θi = θj, 8i, j 2 I.
The control laws must in this case ensure synchronization of all the path
variables to solve the formation control objective.

Another constraint in this case is that the speed assignments between
the vehicles must correspond. Recall that the speed assignment (2.40) cor-
responds to the FRP which is the same point for all vehicles only when they
are synchronized. This means that υs(θi, t) must be equal in value for all ve-
hicles. A problem is that this depends on the current state of the individual
path variables. To circumvent this, we choose a common speed assignment
for all vehicles, that is,

υs(π, t) :=
ud(t)q

xθ
d(π)2 + yθ

d(π)2 + zθ
d(π)2

(2.41)
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where π is a common path variable. One choice is to let π be chosen as the
average of the path variables,

π = π (θ1, ¢ ¢ ¢ , θn) =
1
n

(θ1 + θ2 + . . . + θn) .

If the formation has a leader vehicle with, say, index 1, another choice is to
let π = π (θ1, ¢ ¢ ¢ , θn) = θ1.

The formation setups presented here, including designs of control laws,
will be discussed in more detail in Chapter 6.

2.5 Existence of a desired manifold

Consider the nonlinear system

_x = f(x, θ, t)
_θ = w(x, θ, t)
y = h(x),

(2.42)

where 8t ¸ t0 ¸ 0, x(t) 2 Rnm, θ(t) 2 R, and y(t) 2 Rm, and the functions
f(¢, ¢, ¢), w(¢, ¢, ¢), and h(¢) are smooth. Suppose (2.42) satis…es the maneu-
vering problem with θ as the path variable. Moreover, suppose x = ξ(θ, t)
is uniquely determined by h(x) = yd(θ) and the equations obtained by dif-
ferentiating h(x) = yd(θ) n ¡ 1 times along the solutions of (2.42) with
_θ = υs(θ, t). Then, ξ(θ, t) is the state path corresponding to the output
path yd(θ) and speed assignment υs(θ, t). This implies the requirement that
w(ξ(θ, t), θ, t) = υs(θ, t). Let γ : Rnm ! Rnm be such that z := γ(x¡ξ(θ, t))
is a global change of coordinates, and let p represent t with _p = 1, p(0) = t0;
see Section 1.4.2. Then the maneuvering problem with a speed assignment
is satis…ed for (2.42) if the noncompact ‘error’ set

M := f(z, θ, p) 2 Rnm £ R £ R¸0 : z = 0g (2.43)

is uniformly asymptotically stable. This set corresponds to a desired manifold
in the state space Rnm £R£R¸0, given by f(x, θ, p) : x¡ξ(θ, p) = 0g, which
must be attractive and forward invariant for (2.42).

An example is given to illustrate this aspects of the maneuvering prob-
lem. In the absence of disturbances in the system, its objective is met by a
forward invariant manifold of the closed-loop system.
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2.5.1 Example: Manifold interpretation of a maneuvering
objective

We investigate the nonlinear system

_x1 = x2 + x21
_x2 = u (2.44)

where u 2 U is the control with U = fu 2 L1
1 : kuk · 2g. It is required

that:

1. the output y = x1 converges to the path yd(θ) = sin(θ),

2. the path angle θ converges to t ¡ φ, where the constant phase φ is left
free (this corresponds to υs(θ, t) = 1).

The check feasibility, we di¤erentiate yd(θ) = sin(θ) twice with respect
to time and substitute into (2.44). This gives the feasibility constraint dif-
ferential equation

cos(θ)Äθ ¡ sin(θ) _θ
2 ¡ 2 sin(θ) cos(θ) _θ ¡ u = 0 (2.45)

which is on the form of (2.28). It can now be veri…ed that for u = u¤ =
¡k2 sin(θ) ¡ 2k sin(θ) cos(θ) where k 2 R is a constant, then a solution to
(2.45) is θ¤(t) = kt + φ where φ is a constant. The geometric task is then
feasible for all k such that ku¤k · 2 (all jkj · 1.09 satis…es this). It follows
that the dynamic task is also feasible by choosing k = 1.

A dynamic state feedback controller designed using the backstepping
methodology of Chapter 4.1 results in the closed-loop system

_x1 = x2 + x21
_x2 = α(x1, x2, ωs, θ)
_ωs = χ(x1, x2, ωs, θ)
_θ = 1 ¡ ωs

(2.46)

with two additional states: the path angle θ and the speed assignment er-
ror ωs. The functions α and χ are designed to guarantee that in the state
space R4 the closed-loop system (2.46) possesses a globally attractive, for-
ward invariant manifold which meets the above requirements. To derive
the expression of the desired forward invariant manifold we di¤erentiate
y = x1 = yd(θ) = sin(θ), get _x1 = x2 + x21 = cos(θ) _θ = cos(θ)(1 ¡ ωs), and
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set the speed assignment error ωs to zero. Thus, the desired manifold in R4

is 8
<
:(x1, x2, ωs, θ) :

x1 = ξ1(θ) = sin(θ),
x2 = ξ2(θ) = cos(θ) ¡ sin(θ)2

ωs = 0

9
=
; (2.47)

where (ξ1, ξ2) de…nes the state path for (x1, x2). This one-dimensional man-
ifold in R4 is to be made a globally attractive, forward invariant manifold
of (2.46). A control law that achieves this is

u = ¡z1 ¡ z2 ¡ (2x1 + 1) _x1 +
³
yθ
d(θ) + yθ2

d (θ)
´

(2.48a)

χ = ¡ωs ¡ z1yθ
d(θ) ¡ z2

h
yθ

d(θ) + yθ2
d (θ)

i
(2.48b)

where z1 := x1¡yd (θ) and z2 := z1+x2+x21¡yθ
d(θ). On the designed man-

ifold, the motion of the closed-loop system is that of a harmonic oscillator,
x1(t)2 + _x1(t)2 = 1, as required by x1(t) = yd(θ(t)) = sin θ(t) with _θ(t) = 1.
A typical trajectory in the space of (x1, x2, θ) is shown in Figure 2.8.

A further design step can be used to assign the phase φ, for example to
φ = 0. This corresponds to the time assignment υt(t) = t, in addition to the
constant speed assignment υs = 1. Introducing ωt = t ¡ θ we can substitute
_θ = 1 ¡ ωs in (2.46) with

_ωt = ωs, (2.49)

and a new update law for _ωs is selected as

_ωs = χ(x1, x2, ωs, ωt, θ)

= ¡ωs ¡ ωt ¡ z1yθ
d(θ) ¡ z2

h
yθ

d(θ) + yθ2
d (θ)

i
. (2.50)

An application of Matrosov’s Theorem, using V1 := 1
2(z

2
1 +z22 +ω2

t +ω2
s) and

V2 := ωtωs in Theorem A.20, implies that the equilibrium (z1, z2, ωt, ωs) =
0 is UGAS, so that φ(t) ! 0. This means that both the speed assignment
_θ(t) ! 1 and time assignment θ(t) ! t are satis…ed in the limit as t ! 1.
Chapter 3.2 will show this extension in a more general design.
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50 The Maneuvering Problem



Chapter 3

Maneuvering design with
gradient optimization

As stated in the last chapter, the maneuvering problem in-
volves two tasks called the geometric task and the dynamic task.
While the main concern is to satisfy the geometric task, the
dynamic task, further speci…ed as a speed assignment, ensures
that the system output follows the path with the desired speed.
This chapter gives a design for solving the maneuvering prob-
lem for feedback linearizable systems. First the geometric part
of the problem is solved. Then an update law is constructed
that bridges the geometric part with the speed assignment to
complete the design. The main ideas were published in Skjetne,
Fossen and Kokotovíc (2002) and Skjetne, Teel and Kokotovíc
(2002a,b).

Consider the nonlinear a¢ne system

_χ = f(χ) + G(χ)u (3.1a)

y = h(χ) (3.1b)

where for each t ¸ 0, χ(t) 2 Rnm is the state vector, u(t) 2 Rm is the control,
y(t) 2 Rm is the output, and f : Rnm ! Rnm, G : Rnm ! Rnm£m, and h :
Rnm ! Rm are smooth functions. Let the task be to solve the Maneuvering
Control Objective for a desired continuously parametrized feasible path

P := fy 2 Rm : 9θ 2 R s.t. y = yd(θ)g (3.2)

and a feasible speed assignment υs(θ, t) for _θ along the path.
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Assumption 3.1 The following hold:

1. For yd(θ) 2 Cn there exists K < 1 such that jyθi

d (θ)j · K for all θ 2 R
and i 2 f0, 1, . . . , ng.

2. For υs(θ, t) 2 Cn¡1 there exists L < 1 such that jυθitj
s (θ, t)j · L for

all (θ, t) 2 R £ R¸0 and i, j 2 f0, 1, . . . , n ¡ 1g.

The Assumption 3.1 will be a standing assumption throughout the thesis.

3.1 Maneuvering design for feedback linearizable
systems

Suppose the system (3.1) is input-output linearizable and that the vector
relative degree adds up to nm (Isidori; 1995; Khalil; 2002). This means that
the plant can be transformed into a chain of n integrators

y(n) = ©(χ) [u ¡ ρ(χ)] (3.3)

where © : Rnm ! Rm£m and ρ : Rnm ! Rm are well-de…ned on Rnm and
©(χ) is nonsingular for all χ 2 Rnm. This plant can then alternatively be
written in the …rst order state space form as

_x = Acx + Bc©(χ) [u ¡ ρ(χ)] (3.4a)

y = Ccx (3.4b)

where x = col(y, _y, . . . , y(n¡1)), and (Ac, Bc, Cc) is in vectorial Brunovsky
(1970) canonical form, representing a chain of integrators.

Let the vector function ξ : R £ R¸0 ! Rnm be determined by di¤erenti-
ating y = yd(θ) with respect to time n¡1 times and substituting _θ = υs(θ, t)
in each step. In other words, we set:

ξ1(θ, t) := yd(θ)
ξ2(θ, t) := ξθ

1(θ, t)υs(θ, t) + ξt
1(θ, t) = yθ

d(θ)υs(θ, t)
ξ3(θ, t) := ξθ

2(θ, t)υs(θ, t) + ξt
2(θ, t)

= yθ2
d (θ)υs(θ, t)2 + yθ

d(θ)υθ
s(θ, t)υs(θ, t) + yθ

d(θ)υ
t
s(θ, t)

...
ξn(θ, t) := ξθ

n¡1(θ, t)υs(θ, t) + ξt
n¡1(θ, t)

and de…ne

ξ(θ, t) := col (ξ1(θ, t), ξ2(θ, t), ξ3(θ, t), . . . , ξn(θ, t)) , (3.5)
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which we call, perhaps with an abuse of notation, the state path for x.
Let p represent the ‘explicit’ time t, with _p = 1, p(0) = t0. A su¢cient

condition for solving the maneuvering problem of driving y(t) ! yd(θ(t)) and
_θ(t) ! υs(θ(t), p(t)) is to make the manifold x¡ξ(θ, p) = 0 in Rnm£R£R¸0
stable and globally attractive. This is veri…ed by di¤erentiating y ´ yd(θ)
to get yθ

d(θ) _θ = _y = x2 = ξ2(θ, p) = yθ
d(θ)υs(θ, p) which holds for all (θ, p)

and thus shows1 that _θ = υs(θ, p) along the solution x(t) = ξ(θ(t), p(t)).
Consequently, rendering the set

M0 = f(x, θ, p) 2 Rnm £ R £ R¸0 : x ¡ ξ(θ, p) = 0g (3.6)

UGAS will solve the maneuvering problem.

3.1.1 Control design procedure

In the design we will use the ‘explicit’ time t directly. We proceed for (3.4a)
by choosing the linearizing control

u = ρ(χ) + ©(χ)¡1
h
v + ξθ

n(θ, t)υs(θ, t) + ξt
n(θ, t)

i
(3.7)

which transforms (3.4a) into the system

_x = Acx + Bc

h
v + ξθ

n(θ, t)υs(θ, t) + ξt
n(θ, t)

i

that is linear in x and v, where v is a new control variable and the last two
terms, inside the bracket, are necessary feed-forward terms. To complete
the geometric task, we choose the linear control

v = ¡K (x ¡ ξ(θ, t)) , (3.8)

set A = Ac¡BcK, and use the fact that ξi(θ, t) = ξθ
i¡1(θ, t)υs(θ, t)+ξt

i¡1(θ, t)
for i = 2, . . . , n. The result is the closed-loop system

_x = A (x ¡ ξ(θ, t)) + ξθ(θ, t)υs(θ, t) + ξt(θ, t) (3.9)

for which the last two terms set the desired motion along the path.

Since (Ac, Bc) is a controllable pair we choose the gain matrix K 2
Rm£nm so that A is Hurwitz. Let P = P> > 0 solve the Lyapunov equation

1Except for the case yθ
d(θ) ´ 0 when the path yd(θ) is reduced to a …xed point.
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PA + A>P = ¡Q where Q = Q> > 0 is selected by design. A Lyapunov
function candidate for (3.9) is then the quadratic function

V (x, θ, t) := (x ¡ ξ(θ, t))> P (x ¡ ξ(θ, t)) . (3.10)

The time-derivative of V along the solutions of (3.9) and _θ becomes

_V = V x(x, θ, t) _x + V θ(x, θ, t) _θ + V t(x, θ, t)

= 2 (x ¡ ξ(θ, t))> P
h
A (x ¡ ξ(θ, t)) + ξθ(θ, t)υs(θ, t) + ξt(θ, t)

i

+ V θ(x, θ, t) _θ + V t(x, θ, t)

= ¡ (x ¡ ξ(θ, t))>Q (x ¡ ξ(θ, t)) ¡ V θ(x, θ, t)ωs (3.11)

where ωs := υs(θ, t) ¡ _θ is the speed assignment error, and

V x(x, θ, t)ξt(θ, t) = ¡V t(x, θ, t) = 2 (x ¡ ξ(θ, t))> Pξt(θ, t),
V x(x, θ, t)ξθ(θ, t) = ¡V θ(x, θ, t) = 2 (x ¡ ξ(θ, t))> Pξθ(θ, t)

were used.
It is convenient to introduce the error function z : Rnm£R£R¸0 ! Rnm,

z = z(x, θ, t) := x ¡ ξ(θ, t) and apply the global di¤eomorphism (x, θ, t) 7!
(z, θ, t). In these new coordinates the closed-loop system becomes

_z = Az + ξθ(θ, t)ωs (3.12a)
_θ = υs(θ, t) ¡ ωs, (3.12b)

and the set (3.6) is equivalent to the set

M := f(z, θ, t) 2 Rnm £ R £ R¸0 : z = 0g , (3.13)

which has the simplifying distance-to-the-set function j(z, θ, t)jM = jzj .
By rewriting the Lyapunov function (3.10) as V (z) = z>Pz, we get the

Lyapunov bounds

λmin(P ) j(z, θ, t)j2M · V (z) · λmax(P ) j(z, θ, t)j2M (3.14a)
_V · ¡λmin(Q) j(z, θ, t)j2M + τ(z, θ, t)ωs (3.14b)

where

τ(z, θ, t) := ¡V z(z)zθ = ¡V θ(x, θ, t) = 2z>Pξθ(θ, t). (3.15)

Up to this point the control law has been designed based on the certainty
equivalence assumption that _θ = υs(θ, t). The fact that this equality is
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not satis…ed identically is captured by the last sign-inde…nite term τωs in
(3.14b). This upper bound on _V will be used to bridge the geometric task
with the dynamic task by rendering the term τ(z, θ, t)ωs nonpositive. The
relationship (3.14b) is thus the principal design inequality for …nishing the
design, and it will be frequently encountered in the maneuvering designs
proposed in this thesis.

3.1.2 Closing the loop by direct speed assignment designs

Recall the dynamic part of the control law (3.12b) for which the design
variable is ωs. Rendering the term τ(z, θ, t)ωs in (3.14b) nonpositive for
all t ¸ t0 ¸ 0 results in a negative semi-de…nite _V and thus solves the
Maneuvering Problem.

Theorem 3.2 The set M in (3.13) is UGES for the closed-loop system
(3.12) for every continuous function ωs = ω(z, θ, t) that satis…es:

1. there exists a continuous positive semi-de…nite function σ : Rnm !
R¸0, σ(0) = 0, such that jω(z, θ, t)j · σ(z), 8 (z, θ, t) 2 Rnm£R£R¸0,
and

2. τ(z, θ, t)ω(z, θ, t) · 0, 8 (z, θ, t) 2 Rnm £ R £ R¸0.

Proof. Let _p = 1, p(0) = t0 s.t. p(t) = t + t0. The closed-loop system
(3.12), with ωs = ω(z, θ, p), is of the form of the interconnected system
(A.40) in Appendix A by setting x1 := z, x2 := (θ, p), and u1 = u2 =
0. De…ning, according to (A.40), f1 := Az + ξθ(θ, p)ω(z, θ, p) and f2 :=
col (υs(θ, p) ¡ ω(z, θ, p), 1) then f2 satis…es Lemma A.21 since jω(z, θ, p)j ·
σ(z) is uniformly bounded for all z in the compact set X . Moreover, since
(3.14) satis…es (A.44) and (A.45) with j(z, θ, p)jM = jzj = jx1jA1

then the
conclusion of Theorem A.22 gives UGAS of M.

Satisfying Conditions 1 and 2 of Theorem 3.2 for ωs is accomodated by
one of the choices, the Tracking or the Gradient update laws:

1. Tracking update law: Setting ωs ´ 0 satis…es Conditions 1 and 2
and the speed assignment (2.20) identically. The dynamic part of the control
law becomes the time-varying reference system

_θ = υs(θ, t) (3.16)
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which, through yd(θ), sets the desired motion along the path P. This method
is thus used to achieve tracking of the desired output ~yd(t) := yd(θ(t)) where
(3.16) is integrated to get θ(t) = θ(t0) +

R t
t0 υs(θ(τ), τ)dτ .

2. Gradient update law: Setting ωs = ¡µτ(z, θ, t), µ ¸ 0, satis…es
Conditions 1 and 2 of Theorem 3.2 with σ(z) := 2Mλmax(P ) jzj where
M := sup(θ,t)

¯̄
ξθ(θ, t)

¯̄
exists by Assumption (3.1). We call this a Gradient

update law because τ(z, θ, t) = ¡∂V
∂θ (x, θ, t) where x = z + ξ(θ, t), and the

dynamic part of the control law becomes

_θ = υs(θ, t) + µτ(z, θ, t)
= υs(θ, t) ¡ µV θ(x, θ, t).

(3.17)

Important properties of this update law are discussed in Section 3.4. Next,
we return to the example in Section 2.5.1 and use feedback linearization to
solve the maneuvering control objective illustrated there:

Example 3.1 We reconsider the plant investigated in Section 2.5.1,

_x1 = x2 + x21
_x2 = u,

and the Maneuvering Problem with yd(θ) = sin θ and υs(θ, t) = 1. The plant
is of relative degree two for y = x1, so that di¤erentiating y twice gives

Äy = u + 2x1x2 + 2x31 =: u ¡ ρ(x)

which is of the form of (3.3). The state path for (y, _y) becomes

ξ(θ) =
·

yd(θ)
yθ
d(θ)υs

¸
=

·
sin θ
cos θ

¸

,

and according to the above design we get, with a gradient update law, the
control law

u = ρ(x) ¡ k1 (y ¡ sin θ) ¡ k2 ( _y ¡ cos θ) ¡ sin θ,
_θ = 1 ¡ µ1V

θ(y, _y, θ),

where k1, k2 > 0,

V (y, _y, θ) :=
·

y ¡ sin θ
_y ¡ cos θ

¸>
P

·
y ¡ sin θ
_y ¡ cos θ

¸
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using PA + A>P = ¡I, and

A :=
·

0 1
¡k1 ¡k2

¸

¢

This will ensure that the set

M0 = f(y, _y, θ) : y = sin θ, _y = cos θg ,

becomes globally attractive and forward invariant for the closed-loop system.
This set corresponds to a one-dimensional manifold in R3, with motion of
a harmonic oscillator, that meets the requirement of the maneuvering objec-
tive.

3.1.3 Closing the loop by …ltered speed assignment designs

As an alternative to the direct designs in the last section, where ωs was
assigned to a static function, we can instead apply a …ltered design. Let
ω 2 Rq, q ¸ 1, be the state vector in the linear …lter

_ω = Aωω + v
ωs = c>ω ω (3.18)

where Aω 2 Rq£q is a Hurwitz matrix satisfying the Lyapunov equation
PωAω + A>

ω Pω = ¡Qω for Qω = Q>
ω > 0, whereas c>ω 2 R1£q is an output

row vector such that
¡
c>ω , Aω

¢
is an observable pair, and v is an input to be

designed. When V in (3.14) is augmented to

W (ω, z) := V (z) + ω>Pωω,

its derivative becomes

_W = _V + _ω>Pωω + ω>Pω _ω

= ¡z>Qz + τ(z, θ, t)ωs ¡ ω>Qωω + 2ω>Pωv

= ¡z>Qz ¡ ω>Qωω + ω> [cωτ (z, θ, t) + 2Pωv] .

To make the last term vanish we choose the input function for v as

v = ¡1
2
P¡1

ω cωτ(z, θ, t), (3.19)

which substituted into (3.18) gives the dynamic part of the control law

_θ = υs(θ, t) ¡ c>ω ω
_ω = Aωω ¡ 1

2P
¡1
ω cωτ(z, θ, t).

(3.20)
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This is called a Filtered-gradient update law because the negative gradient
τ = ¡V θ(x, θ, t) is …ltered (in the Laplace domain) by ωs(s) = ¡H(s)τ(s)
where H(s) := 1

2c
>
ω (sI ¡ Aω)P¡1

ω cω is a stable SISO transfer function. The
cut-o¤ frequency of this …lter is an important design parameter to mitigate
state measurement noise versus bandwidth.

Since the total state space has been extended with Rq, we now consider
the set

M0 := f(z, ω, θ, p) 2 Rnm £ Rq £ R £ R¸0 : z = 0, ω = 0g (3.21)

for solving the maneuvering problem, where _p = 1, p(0) = t0. Clearly, z = 0
solves the Geometric task, while ω = 0 ) ωs = 0 solves the Dynamic task.
We summarize the result in Theorem 3.3. The proof is left as an exercise
for the reader.

Theorem 3.3 The closed, forward invariant set (3.21) is UGES with re-
spect to the closed-loop system (3.12a) and (3.20), and this solves the Ma-
neuvering Problem.

Note that the …lter H(s) is strictly positive real since the state space real-
ization

¡
Aω, 12P

¡1
ω cω, c>ω , 0

¢
satis…es the Kalman-Yakubovich-Popov

lemma2, and consequently, the …lter is strictly passive with storage func-
tion U = ω>Pωω.

It is also noticed that the Filtered-gradient update law proposed in
Skjetne, Fossen and Kokotovíc (2004) and Skjetne, Fossen and Kokotovíc
(2005) is the 1st order case of (3.20) by setting q = 1, Aω = ¡λ, cω = 1,
Pω = 1

2λµ , and Qω = 1
µ to get the …lter H(s) = µ λ

s+λ .

3.1.4 Resulting closed-loop system

The designed closed-loop system can be divided into four parts, the Plant,
the Measurement system, the Maneuvering controller, and the Guidance
system, according to Section 1.3. As shown in Table 3.1, the controller
incorporates the dynamic control law (here without phase assignment), and
provides the control signal u to the plant and the state θ to the guidance
system. The guidance system generates the state path ξ(θ, t), the speed
assignment υs(θ, t), and their partial derivatives. The path de…nition yd(θ)
must be speci…ed a priori, while the speed assignment along the path can
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Table 3.1: Closed-loop maneuvering system for feedback linearizable systems

Plant :
_x = Acx + Bc©(χ) [u ¡ ρ(χ)]
y = Ccx
input: fug
output: fy, xg and/or fy, χg

Control :
_θ = υs(θ) ¡ ωs
_ω = Aωω ¡ 1

2P
¡1
ω cωτ(z, θ, t)

ωs =
½ ¡µτ(z, θ, t) Gradient

c>ω ω Filtered-gradient
u = ρ(χ) + ©(χ)¡1

£
¡K (x ¡ ξ(θ, t)) + ξθ

n(θ, t)υs(θ, t) + ξt
n(θ, t)

¤

input:
©
x, ξ(θ, t), ξθ

n(θ, t), ξt
n(θ, t), υs(θ)

ª

output: fu, θg
Guidance :
input: fθ, tg
output:

©
ξ(θ, t), ξθ

n(θ, t), ξt
n(θ, t), υs(θ)

ª

be modi…ed online (which accounts for the t-dependence in υs(¢, t)).
The maneuvering design is concluded with the choice of any of the direct

or …ltered speed assignment designs. The di¤erent update laws all provide
di¤erent properties to the closed-loop system. These properties are further
explored in Section 3.4 and also by the experimental results in Chapter 5.

3.2 Phase assignment

Suppose that the path yd(θ) is constructed such that with the tracking
update law _θ = υs(θ, t), or in other words,

θ(t) = θ(t0) +
Z t

t0
υs(θ(τ), τ)dτ ,

then y0 = yd(θ(t0)) is the starting position at time t = t0 and yT = yd(θ(T ))
is the …nal position at time t = T > t0. In some guidance applications, this

2Choose ε > 0 su¢ciently small such that Qω ¡ εPω is symmetric positive de…nite.
Perform then a Cholesky factorization to get Qω ¡ εPω = L>L, and set Qω = L>L+ εPω

in PωAω + A>ω Pω = ¡Qω, and use this in Lemma 6.3 in Khalil (2002).
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time speci…cation along the path, or speci…cally the arrival time T at the
destination yT , is important. Using the gradient or …ltered gradient update
laws result in a phase shift of θ(t) as compared to using the tracking update
law. This is veri…ed by

θ(t) = θ(t0) +
Z t

t0
υs(θ(τ), τ)dτ ¡

Z t

t0
ωs(τ)dτ ,

giving the phase φ(t) =
R t
t0 ωs(τ )dτ for which a limit exists since the con-

vergence of ωs(t) ! 0 is exponential.
It may be of interest to apply a gradient update law in the design, but at

the same time control the phase φ to a desired constant phase φd, perhaps
φd = 0. This is similar to the objective in Hindman and Hauser (1996), but
here we will solve it in a CLF approach. Doing so, we let ωt := φ ¡ φd be
the phase error. Then

ωt(t) =
Z t

t0
ωs(τ)dτ ¡ φd = θ(t0) +

Z t

t0
υs(θ(τ), τ)dτ ¡ θ(t) ¡ φd

has the derivative
_ωt = υs(θ, t) ¡ _θ = ωs. (3.22)

The Lyapunov function V is now augmented to

W (z, ωt) := V (z) +
µ0
2

ω2
t = z>Pz +

µ0
2

ω2
t , (3.23)

µ0 > 0, and using (3.11) the derivative becomes

_W = ¡z>Qz ¡
³
V θ ¡ µ0ωt

´
ωs = ¡z>Qz ¡ V θ

2 ωs (3.24)

for which it can be veri…ed that ∂W
∂θ = V z(z)zθ + µ0ωtωθ

t = V θ ¡ µ0ωt
according to (3.15). Hence, both the Gradient or Filtered-Gradient update
laws can be constructed as before, to obtain the new feature that ωt(t) ! 0
as t ! 1. Maneuvering with phase assignment is therefore achieved by the
following result:

Theorem 3.4 For the closed-loop system

_z = Az + ξθ(θ, t)ωs
_ωt = ωs

(3.25)

and the Lyapunov function (3.10) the following hold:
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1. Gradient update law: Setting

ωs = µ1

³
V θ ¡ µ0ωt

´
, µ1 > 0, (3.26)

renders the equilibrium (z, ωt) = 0 UGES.

2. Filtered-gradient update law: Setting

_ωs = ¡λωs + λµ1

³
V θ ¡ µ0ωt

´
, µ1 > 0, (3.27)

renders the equilibrium (z, ωt, ωs) = 0 UGAS.

Proof. 1. Substituting (3.26) and (3.15) into (3.24) gives

_W = ¡z>Qz ¡ µ1

³
V θ ¡ µ0ωt

´2

= ¡z>Qz ¡ µ1

³
2z>Pξθ(θ, t) + µ0ωt

´2
=: ¡Y0(z, ωt, θ, t)

Let ζ := col(z, ωt). Claim: 9c > 0 such that cζ>ζ · Y0(ζ, θ, t), 8(θ, t).
Proof:

Y0(z, ωt, θ, t) = z>Qz + µ1
¡
2z>Pξθ(θ, t) + µ0ωt

¢2
= z>Qz + µ1

£
4z>Pξθ(θ, t)ξθ(θ, t)>Pz + 4µ0ωtξθ(θ, t)>Pz + µ2

0ω2
t
¤

= µ1ζ
>H(θ, t)ζ

where

H(θ, t) =

"
1
µ1

Q + 4Pξθ(θ, t)ξθ(θ, t)>P 2µ0Pξθ(θ, t)
2µ0ξ

θ(θ, t)>P µ2
0

#
.

Since H(θ, t) is symmetric positive de…nite and ξθ(θ, t) is bounded (the
smallest eigenvalue would tend to zero if ξθ would increase to in…nity), there
exists c > 0, c · µ1 inf(π,τ) λmin (H(π, τ)) such that µ1ζ

>H(θ, t)ζ ¸ cζ>ζ,
8(θ, t).
UGES of (z, ωt) = 0 follows then as a consequence of the quadratic Lya-
punov function (3.23) and its derivative _W = ¡µ1ζ

>H(θ, t)ζ · ¡cζ>ζ.

2. For the Lyapunov function W1 = z>Pz + µ0
2 ω2

t + 1
2λµ1

ω2
s, the time-

derivative is

_W1 = ¡z>Qz ¡ 1
µ1

ω2
s =: Y1(z, ωs, ωt) · 0
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which implies UGS of (z, ωt, ωs) = 0. De…ne W2 (z, ωt, ωs) := ωtωs. Dif-
ferentiating W2 along the trajectories of (3.25) and (3.27) gives _W2 =
Y2(z, ωs, ωt, ρ(t)) with

Y2 := ω2
s ¡ λωtωs ¡ λµ0µ1ω

2
t ¡ 2λµ1ωtz>Pρ(t)

where (3.15) was used and ρ(t) := ξθ(θ(t), t) is bounded by assumption.
We get that Y1 = 0 ) Y2 · 0 for all bounded (z, ωt, ωs) and further that
Y1 = Y2 = 0 , (z, ωt, ωs) = 0. All the assumptions of Matrosov’s Theorem
as stated in Theorem A.20 are then satis…ed, and (z, ωt, ωs) = 0 is UGAS.

Note that the …ltered-gradient update law chosen here was the 1st order
version of the proposed …lter in the previous section.

3.3 The projection-type update law

For comparison to the proposed update laws in the previous sections, Hauser
and Hindman (1995) constructed a desired state path ξ (θ) for3 the full state
x and proposed using a numerical projection algorithm from the current
state x(t) onto the path. To achieve this they …xed x and considered the
minimization problem

min
θ2R

n
θ 7! V (x, θ) := (x ¡ ξ(θ))> P (x ¡ ξ(θ))

o
(3.28)

where P = P> > 0 and ξ(θ) is su¢ciently smooth. The cost function V
may have multiple extrema with respect to θ (Skjetne, Teel and Kokotovíc;
2002b). However, suppose su¢cient conditions are met so that the function

π(x) := arg min
θ2R

V (x, θ) (3.29)

exists and is a global minimizer for (3.28). A necessary condition is then
that V θ(x, π(x)) = 0 for all feasible x. Hence, by setting

θ(t) := π(x(t)), 8t ¸ 0, (3.30)

then V θ(x(t), θ(t))ωs(t) = 0, 8t ¸ 0, such that (3.11) becomes negative
de…nite and the maneuvering problem is solved.

3The path in (Hauser and Hindman; 1995) was obtained from an assumed available
time-parametrized desired trajectory ~ξ(t) for the state x, and substituting t $ θ to get
ξ(θ) := ~ξ(θ). Their speed assignment was then simply υs = 1.
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This is an alternative to the previously proposed update laws. Instead of
using ωs as the design variable to ensure that V θωs in (3.11) is non-negative,
this method ensures directly that V θ(x, θ) = 0. However, since this method,
as described in Hauser and Hindman (1995), relies upon using a numerical
projection to solve (3.28), the implementation becomes more complicated
(hybrid). In addition, the topological restrictions imposed on the path to
ensure that (3.29) is well-de…ned, is rather strong. For instance, Hindman
and Hauser (1996) preclude self-intersecting paths to avoid multiple global
minima and further require that ξθ(θ) is bounded away from zero. An
example of a path that fails to satisfy both those restrictions is

ξ(θ) =
·

sin (θ)3

3 sin (θ)2 cos (θ)

¸

since, for this path, ξ(0) = ξ(§180 ±) = ξ(§360 ±) = . . . and ξθ(0) =
ξθ(§180 ±) = ξθ(§360 ±) = . . . = 0. This path will speci…cally be used as a
design example in Section 3.4.3 to illustrate that these restrictions do not
apply when using the dynamic gradient algorithms.

3.4 Gradient optimization

In this section we let the speed assignment, for simplicity, be υs(θ), indepen-
dent of t, so that the state path (3.5) becomes ξ(θ), also independent of t.
However, the implications of the results are also valid for many time-varying
closed-loop systems, especially those cases for which the time-dependence
enter through bounded functions.

The above proposed control law, (3.7) and (3.8), constitutes a stabi-
lization algorithm that drives the state x(t) to the point ξ(θ(t)), while the
gradient update law (3.17) is a smooth dynamic optimization algorithm that
selects the point ξ(θ) that minimizes the weighted distance between x and
ξ. Within this control structure, a separation of time scales can be induced
between the task of selecting the point on the path closest to the state,
and the task of driving the state towards the path. In addition to uniform
global convergence to the path, which is achieved without a separation of
time scales, the separation of time scales allows us to achieve near forward
invariance of the path from a large range of initial conditions. The con-
septs of near forward invariance and near stability will become clear in the
following sections.

The idea is …rst illustrated on a simple double integrator with the path
corresponding to the unit circle, then it is discussed in general for the feed-
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back linearizable systems considered in this chapter, and …nally an example
for a self-intersecting "…gure-8" path illustrates the achieved performance.

3.4.1 Motivating example: The double integrator and stabi-
lization of the unit circle

We consider the double integrator

_x1 = x2
_x2 = u (3.31)

and the task of stabilizing the path

P :=
n
x 2 R2 : x>x = 1

o
(3.32)

without creating any equilibria in P. By converse Lyapunov theory (Teel
and Praly; 2000) there does not exist a continuous or discontinuous time-
invariant state feedback control that renders the unit circle GAS4. The rea-
soning is this: If such a feedback existed there would exist a smooth Lya-
punov function demonstrating GAS of the circle. In particular, this function
would be positive de…nite with respect to the circle and would have a di-
rectional derivative, in the direction of the closed-loop vector …eld, that is
negative de…nite with respect to the circle. The Lyapunov function would
obtain its minimum on the circle, and it would therefore have a maximum
inside the circle. At the maximum, its gradient would be zero and so the
directional derivative in the direction of the closed-loop could not be nega-
tive. So there must not be a Lyapunov function, which implies that GAS
cannot be achieved by such a control.

An alternative is to try to stabilize the set

A :=
½

(x, θ) : x ¡
·

cos θ
¡ sin θ

¸
= 0

¾
(3.33)

for the system (3.31) and
_θ = 1. (3.34)

A control rendering the set A GAS will steer (x, θ) to the set P£R since

·
cos θ

¡ sin θ

¸> ·
cos θ

¡ sin θ

¸
= 1

4 In the case of discontinuous feedback, this statement applies when the solution concept
used is that due to Filippov; for example, see Filippov (1988).
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and5 thus A ½ P£R. However, choosing to stabilize A under the constraint
(3.34) may introduce large transients in the distance to P£R. In an attempt
to control these transients, we will consider controlling θ as well. Therefore,
we consider the control

_θ = 1 + µω (x1, x2, θ) , µ > 0
u = α (x1, x2, θ)

(3.35)

for the system (3.31), and we show that it renders the set A UGES and
achieves good performance for large µ. To design the functions ω and α in
(3.35) we select a Hurwitz matrix

A :=
·

0 1
¡k1 ¡k2

¸

and let P = P> > 0 be such that A>P + PA = ¡Q where Q = Q> > 0.
Using

V (x, θ) := (x ¡ ξ(θ))> P (x ¡ ξ(θ)) (3.36)

ξ (θ) =
·

ξ1(θ)
ξ2(θ)

¸
:=

·
cos θ

¡ sin θ

¸
(3.37)

and K := [k1 k2], we assign ω and α in (3.35) as

ω (x, θ) = ¡V θ (x, θ) = 2 (x ¡ ξ(θ))> Pξθ(θ) (3.38)

α (x, θ) = ¡K (x ¡ ξ(θ)) + ξθ
2(θ). (3.39)

Di¤erentiating (3.36) along the solutions of the resulting closed-loop equa-
tions

_x = A (x ¡ ξ(θ)) + ξθ(θ)
_θ = 1 ¡ µV θ(x, θ)

(3.40)

gives

_V (x, θ) = ¡ (x ¡ ξ(θ))Q (x ¡ ξ(θ)) ¡ µV θ(x, θ)2

· ¡λmin (Q) jx ¡ ξ(θ)j2 · ¡cV (x, θ), c :=
λmin (Q)
λmax (P )

It follows that jx(t) ¡ ξ(θ(t))j · ke¡
c
2 t jx(0) ¡ ξ(θ(0))j holds, where k :=q

λmax(P )
λmin(P ) , and the set A is therefore UGES. By de…nition,

5While P £ R de…nes a two-dimensional cylindrical surface in R3, the set A de…nes a
one-dimensional spiral on the cylindrical surface in R3.
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jxjP = infθ jx ¡ ξ(θ)j . We let ¹θ(x) satisfy jxjP =
¯̄
x ¡ ξ(¹θ)

¯̄
. Then, since

jx(t)jP · jx(t) ¡ ξ(θ(t))j · jx(t)jP + 2, we also have

jx(t)jP · ke¡
c
2 t [jx(0)jP + 2] , 8t ¸ 0 (3.41)

which establishes uniform global attractivity of the set P£R for (3.40). This
is a prerequisite for the objective we consider in this problem. Stability of
P, however, has not been achieved since this set is not forward invariant.

To instead obtain the aforementioned “near forward invariance” prop-
erty, we induce a two time-scale behavior of the closed-loop system (3.40)
by increasing µ. Letting ε = 1/µ be small, allows us to analyze (3.40) as
a singularly perturbed system (Teel, Moreau and Nešíc; 2003; Kokotovíc,
Khalil and O’Reilly; 1999; Khalil; 2002). Let the fast time scale be tf = t/ε
and de…ne x0 := dx

dtf
. Then the closed-loop can be written as

x0 = εA (x ¡ ξ(θ)) + εξθ(θ)
θ0 = ε ¡ V θ(x, θ).

The rapid transient of θ is approximately described by the boundary layer
system for ε = 0,

θ0 = ¡V θ (x, θ) , (3.42)

where x is …xed since x0 = 0 for ε = 0. Clearly, (3.42) is a continuous gradient
algorithm which minimizes V with respect to θ for any …xed x. For a given
x, the level curves of ξ 7! (x ¡ ξ)> P (x ¡ ξ) are shown in Figure 3.1.

Global minimum

Local minimum

Local maximum

Local maximum

x

1ξ

2ξ

θ

Figure 3.1: Level sets of V (x, ¢) for a …xed x, that is, for the function
ξ 7! (x ¡ ξ)> P (x ¡ ξ) where the circle, parametrized by θ, is the constraint
set for ξ.
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The four values of θ satisying V θ(x, θ) = 0 are given by the locations
where the path ξ(θ), de…ned in (3.37) and indicated as a solid curve in Figure
3.1, is tangent to a level set of ξ 7! (x ¡ ξ)> P (x ¡ ξ) . These four values of
θ correspond to the two local maxima and two local minima of θ 7! V (x, θ).
The global minimum is the value of interest, and it is denoted θV (x). The
function θV (¢) are a locally Lipschitz function for x near the unit circle. The
function ξ(θV (x)) is substituted into (3.40) to obtain the reduced system

_x = A (x ¡ ξ(θV (x))) + ξθ (θV (x)) (3.43)

which approximately describes the true behavior of x in time-scale t. This
motion is restricted to the slow manifold Vε that is ε-close to the manifold
Vθ de…ned by

V θ(x, θV (x)) = ¡2 (x ¡ ξ(θV (x)))> Pξθ(θV (x)) = 0. (3.44)

This restriction is the result of the gradient optimization which rapidly posi-
tions ξ(θ) to the most favourable position along the desired circle x21+x22 = 1,
to which x is to converge. This convergence is established by di¤erentiating
W (x) := V (x, θV (x)) with respect to t along the solutions of the reduced
system (3.43). Employing the identity (3.44), this derivative is

_W = ¡ [x ¡ ξ(θV (x))]>Q [x ¡ ξ(θV (x))]
· ¡λmin (Q) jx ¡ ξ(θV (x))j2 · ¡cW (x(t)),

which implies

jx(t)jP =
¯̄
x(t) ¡ ξ(¹θ(x(t)))

¯̄
· jx(t) ¡ ξ(θV (x(t)))j

·
s

1
λmin (P )

W (x(t)) ·
s

1
λmin (P )

W (x(0))e¡
c
2 t

·
s

1
λmin (P )

V (x(0), ¹θ(x(0)))e¡
c
2 t

· k
¯̄
x(0) ¡ ξ(¹θ(x(0)))

¯̄
e¡

c
2 t = k jx(0)jP e¡

c
2 t (3.45)

and therefore shows that the set P is uniformly exponentially stable for
the reduced system (3.43). The standard approximation theorems of sin-
gular perturbation analysis guarantee that the solutions of the designed
closed-loop system (3.40) are ε-close, on compact time intervals, to the cor-
responding trajectories composed of the boundary layer transient of θ(t)
and the subsequent motion x(t) of the reduced system with θ(t) = θV (x(t)).
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With proper initialization, jx(0)jP su¢ciently small and θ(0) in the region
of convergence of θV (x(0)), it follows from the results of Teel et al. (2003)
that for any δ > 0 there exists µ¤ > 0 such that µ ¸ µ¤ implies that

jx(t)jP · k jx(0)jP e¡
c
2 t + δ, 8t ¸ 0 (3.46)

holds for the true closed-loop system (3.40). The behavior of the solution of
the true system (3.40) will therefore be δ-close to the behavior, characterized
by the bound (3.45), of the reduced system, and this yields the desired near
forward invariance property.
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Figure 3.2: State responses projected into the (x1, x2)-plane.

Figures 3.2 and 3.3 show the responses of x(t) and θ(t) in a simulation,

using Matlab
TM

and Simulink
TM , with k1 = 2 and k2 = 1. Initial positions

were x0 = [¡
p
2
2

p
2
2 ]> (on the circle at the angle 225 ±) and θ0 = 0 ±. Figures

3.2 and 3.3a) show the responses for µ = 500.
In Run 1, V (x0, ¢) only had one unique initial minimum at θV (x0) =

225 ±, to which θ(t) rapidly converges. Thus, the initial transient in the
distance to the circle is small, and x(t) stays close for all time (and eventually
converges).

In Run 2, on the other hand, we change the P -matrix so that V (x0, ¢)
has an initial local minimum at θloc.min = 108 ±. Since θ(0) is in the basin
of attraction of θloc.min, it rapidly converges to θloc.min and causes the bad



3.4 Gradient optimization 69

0 0.02 0.04 0.06 0.08 0.1
0

50

100

150

200

250

300

Time [seconds]

Gradient Response

θ (t) Run 1
θ (t) Run 2

0 2 4 6
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Time [seconds]

Distance to the circle

µ  = 100
µ  = 200
µ  = 300
µ  = 500

Figure 3.3: a) Time-plots of θ(t): Rapid transients to the global minimum
in Run 1, and a local minimum in Run 2. b) Initial error transients of jx(t)jP
for increasing gains µ in the case of a unique minimum.

transient of x(t). In Figure 3.3 b), the responses correspond to the unique
minimum case in Run 1 for di¤erent gains µ. It is seen that the excursion
of x(¢) from the circle decreases as µ increases.

3.4.2 Main result: Near stabilization of sets parametrized
by a single variable

In many contexts, stabilization of sets parameterized by a single variable is
interesting. Obvious examples are control of robots, vessels, and vehicles
where a desired path can be characterized by such a set. In fact, all appli-
cations where the states should be forced to a one dimensional manifold or
subset in the state space fall into this category.

With the parametrization ξ(θ) from (3.5), assumed independent of t,
de…ne the target set (or path)

P := fx 2 Rnm : 9θ 2 R s.t. x = ξ (θ)g (3.47)

for the system (3.4). As shown in the motivational example in Section 3.4.1,
stabilization of P may involve some di¢culties. While uniform global attrac-
tivity can be obtained with relative ease, the forward invariance property
may be hard to achieve. Therefore, the set P cannot, in general, be ren-
dered GAS. The design procedure in Section 3.1, achieves global asymptotic
convergence to a subset of P £ R but not stability of P £ R. In what fol-
lows we abandon stability in the strict sense and instead construct a control
algorithm that ensures “near stability”.
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“Near forward invariance” and “Near stability”

To achieve near asymptotic stability of a set A the set has to be attractive,
and, additionally, we need the dynamic system to contain a parameter that
can be tuned to make the set nearly forward invariant. Consider the system

_x = f(x, µ), x 2 Rn, µ 2 Rp (3.48)

where x is the state and µ is a …xed parameter vector. Recall according to
De…nition A.6 that for a given …xed µ 2 Rp, the set A is forward invariant
for (3.48) if the system is forward complete and

8x0 2 A ) jx(t, x0)jA = 0, 8t ¸ 0. (3.49)

Correspondingly, we say that:

De…nition 3.5 The set A is nearly forward invariant for (3.48) if the sys-
tem is forward complete and for each δ > 0 there exists a set G ½Rp such
that

8x0 2 A, 8µ 2 G ) jx(t, x0)jA · δ, 8t ¸ 0. (3.50)

De…nition 3.6 A closed, nearly forward invariant set A ½ Rn is near-US
with respect to (3.48) if the system is forward complete, there exists a class-
K1 function ϕ, a positive constant c, and for each δ > 0 there exists a set
G ½Rp such that 8µ 2 G, the solution satis…es

jx(t, x0)jA · ϕ (jx0jA) + δ, 8t ¸ 0, 8 jx0jA · c. (3.51)

If the constant c can be taken arbitrarily large, then the set is near-UGS.

De…nition 3.7 A closed, nearly forward invariant set A ½ Rn is near-UAS
with respect to (3.48) if it is near-US and Uniformly Attractive; that is, for
all jx0jA · c then jx(t, x0)jA ! 0 as t ! 1. If the constant c can be taken
arbitrarily large, then the set is near-UGAS.

Rendering the target set near-UAS

To make the results in this section applicable to closed-loop systems more
general than (3.9) or (3.12) obtained from feedback linearization, we consider
the (closed-loop) system

_x = f(x, θ) + g(x, θ)υs(θ) (3.52)
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where, according to the notation of this chapter, x 2 Rnm is the plant state,
θ 2 R is the path variable, and f : Rnm £R ! Rnm and g : Rnm £R ! Rnm

are smooth vector functions satisfying f (ξ(θ), θ) = 0 and g (ξ(θ), θ) = ξθ(θ).
The (feedback linearized) closed-loop system (3.9) is the case f(x, θ) =
A (x ¡ ξ(θ)) and g(x, θ) = ξθ(θ).

For (3.52), we further assume there exists a global di¤eomorphism
(x, θ) $ (z, θ), given by z = z(x, θ) = γ(x ¡ ξ(θ)), and that the system
is equivalently represented by the error state as

_z = ~f(z, θ) + ~g (z, θ)ωs (3.53)

where ωs = υs(θ)¡ _θ is the speed assignment error, ~f : Rnm £R ! Rnm and
~g : Rnm£R ! Rnm are smooth functions. These are found by di¤erentiating
the smooth map z(x, θ), giving

_z = zx(x, θ) [f(x, θ) + g(x, θ)υs(θ)] + zθ(x, θ) [υs(θ) ¡ ωs] ,

and de…ning

~f(z, θ) := zx(x, θ) [f(x, θ) + g(x, θ)υs(θ)] + zθ(x, θ)υs(θ)

~g(z, θ) := ¡zθ(x, θ)

where the inverse map x = ~γ(z, θ) is substituted for x. It is assumed the
following hold:

1. There exists a matrix pair (P, Q) = (P, Q)> > 0 such that z>P ~f(z, θ)+
~f(z, θ)>Pz · ¡z>Qz holds for all (z, θ).

2. There exist a continuous nondecreasing function σ1(z) such that
j~g (z, θ) j · σ1(jzj).

3. There exist class-K1 functions γ1 and γ2, that are linear for small
arguments, such that

γ1(jx ¡ ξ(θ)j) · jz(x, θ)j · γ2(jx ¡ ξ(θ)j). (3.54)

For the system (3.53) we can then apply the Lyapunov function V (x, θ) =
z(x, θ)>Pz(x, θ) to get the time-derivative

_V = V x(x, θ) [f(x, θ) + g(x, θ)υs(θ)] + V θ(x, θ) [υs(θ) ¡ ωs]
= 2z(x, θ)>Pzx(x, θ) [f(x, θ) + g(x, θ)υs(θ)]

+2z(x, θ)>Pzθ(x, θ)υs(θ) ¡ V θ(x, θ)ωs

= 2z(x, θ)>P ~f(z(x, θ), θ) ¡ V θ(x, θ)ωs

= ¡z(x, θ)>Qz(x, θ) ¡ V θ(x, θ)ωs (3.55)
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where V θ(x, θ) := ¡2z(x, θ)>P ~g (z(x, θ), θ) . Choosing the update law ωs =
µV θ(x, θ), µ ¸ 0, satis…es Theorem 3.2 (notice that the …rst condition in
the theorem is satis…ed by using the assumption point 2 above), and this
yields

_θ = υs(θ) ¡ µV θ(x, θ) (3.56)

and

_V · ¡z(x, θ)>Qz(x, θ) · ¡cV (x, θ), c :=
λmin (Q)
λmax (P )

. (3.57)

This shows that the set A ½ P £ R, A = f(z, θ) : z = 0g is UGAS.

The above treatment summarizes the results of the design earlier in this
chapter, using a direct gradient update law. Clearly, (3.53) captures (3.12a)
by using z = x ¡ ξ(θ) and setting ~g(z, θ) = ξθ(θ). However, additionally it
will also capture the closed-loop systems obtained from backstepping designs
in Chapter 4, in which case the nonlinear mapping z(x, θ) = γ(x ¡ ξ(θ)) is
constructed recursively.

De…ne the distance functions:

jxjP := inf
θ

jx ¡ ξ(θ)j =
¯̄
x ¡ ξ(¹θ(x))

¯̄

jxjP,V := inf
θ

p
V (x, θ) =

p
V (x, θV (x))

jxjP,z := inf
θ

jz(x, θ)j = jz(x, θz(x))j

where ¹θ, θV , and θz are the corresponding values that satisfy the in…mums.
Recall from the triangular inequality that jx ¡ ξ(θ)j · jxjP+

¯̄
ξ(¹θ(x)) ¡ ξ(θ)

¯̄

· jxjP + d holds where d := sup fja ¡ bj : a, b 2 Pg exists due to …nite
extension of the path in Rnm. If (3.57) hold, then for all t ¸ 0,

V (x(t), θ(t)) · V (x(0), θ(0))e¡ct.

De…ne the class-KL function β as

β (s, t) := γ¡11

³
kγ2 (s) e¡

c
2 t

´
, k :=

s
λmax (P )
λmin (P )

. (3.58)
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This gives the following sequence of inequalities

jx(t)jP · jx(t) ¡ ξ(θz(x(t)))j · γ¡11

³
jx(t)jP,z

´
· γ¡11 (jz(x(t), θV (x(t)))j)

· γ¡11

Ãs
1

λmin (P )
jx(t)jP,V

!
· γ¡11

Ãs
1

λmin (P )
V (x(t), θ(t))

!

· γ¡11

Ãs
1

λmin (P )
V (x(0), θ(0))e¡

c
2 t

!
· γ¡11

³
k jz(x(0), θ(0))j e¡ c

2 t
´

· γ¡11

³
kγ2 (jx(0) ¡ ξ(θ(0))j) e¡

c
2 t

´
· γ¡11

³
kγ2 (jx(0)jP + d) e¡

c
2 t

´

=: β ([jx(0)jP + d] , t) , 8t ¸ 0 (3.59)

which explicitly states uniform global attractivity of P £ R.
Some issues regarding the minimization of V (x, θ) with respect to θ

need to be resolved. As shown in the motivational example in Section 3.4.1,
V (x, ¢) may have multiple minima which means that the initial search point
θ(0) must be restricted to a local set. There may also be points x in Rnm

where this minimization is not feasible. For instance, in the example with
the circular path, if x = 0 (and P = I), then the entire circle is an extremum.
We make the assumption:

Assumption 3.8 There exists ρ > 0 such that every …xed x with jxjP · ρ
implies that V (x, ¢) has a global minimizer, denoted θV (x), which is a LAS
equilibrium for

_θ = ¡V θ (x, θ) (3.60)

and with basin of attraction Hθ(x). The function x 7! θV (x) is locally Lip-
schitz on fx : jxjP · ρg.

De…ne the set

H (ρ) := f(x, θ) : jxjP · ρ, θ 2 Hθ(x)g . (3.61)

Choosing µ su¢ciently large in (3.56) induces a separation of time scales
between the plant dynamics x(t) and the set parameter θ(t). Letting ε = 1

µ
be small, allows for (3.52) and (3.56) to be analyzed as a singularly perturbed
system (see Kokotovíc et al. (1999); Khalil (2002); Teel et al. (2003)). Let
tf = 1

ε t and de…ne x0 := dx
dtf

. In the fast time scale tf , the rapid transient of
θ is approximately described by the boundary layer system at ε = 0,

x0 = 0, θ0 = ¡V θ (x, θ) .
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By construction, the set f(x, θ) : θ = θV (x)g is asymptotically stable for
(x(0), θ(0)) 2 H (ρ). The fast variable θ therefore rapidly converges to a
slow manifold Vε located in the ε-neighborhood of the manifold Vθ de…ned
by V θ(x, θ) = 0. With θ constrained to be the solution of the minimization
problem, θ = θV (x), we get the reduced system

_x = f (x, θV (x)) + g (x, θV (x)) υs (θV (x)) (3.62)

for which we consider the energy function W (x) := V (x, θV (x)) = jxj2P,V .
Using the identities

V x(x, θ) [f (x, θ) + g (x, θ) υs(θ)] + V θ(x, θ)υs(θ) = ¡z(x, θ)>Qz(x, θ)

V θ(x, θV (x)) = 0

then for jx(0)jP · pm
pM

ρ, we have

_W (x) = ¡z(x, θV (x))>Qz(x, θV (x)) · ¡cW (x) (3.63)

and the following relationships hold

jx(t)jP · jx(t) ¡ ξ(θz(x(t)))j · γ¡11

³
jx(t)jP,z

´
· γ¡11 (jz (x(t), θV (x(t)))j)

· γ¡11

Ãs
1

λmin (P )
jx(t)jP,V

!
· γ¡11

Ãs
1

λmin (P )
W (x(0))e¡

c
2 t

!

· γ¡11

Ãs
1

λmin (P )
V

¡
x(0), ¹θ(x(0))

¢
e¡

c
2 t

!

· γ¡11

³
k

¯̄
z

¡
x(0), ¹θ(x(0))

¢¯̄
e¡

c
2 t

´

· γ¡11

³
kγ2

¡¯̄
x(0) ¡ ξ(¹θ(x(0)))

¯̄¢
e¡

c
2 t

´
(3.64)

= γ¡11

³
kγ2 (jx(0)jP) e¡

c
2 t

´
=: β (jx(0)jP , t) (3.65)

which implies that P is asymptotically stable for the reduced system. It
follows, according to the main results in Teel et al. (2003), that for each
δ > 0 there exists a µ large enough so that with proper initial conditions
(x(0), θ(0)) , the behavior, characterized by the distance to P, of the solu-
tions to (3.52) and (3.56) are δ-close to the corresponding behavior of the
reduced system (3.62) for which θ(t) = θV (x(t)).

We summarize the result in the following theorem:



3.4 Gradient optimization 75

Theorem 3.9 There exist a class-KL function β and a constant d > 0
such that, for all initial conditions (x0, θ0) 2 Rnm £ R and all µ ¸ 0, the
trajectories of (3.52) and (3.56) satisfy

jx(t, x0)jP · β ([jx0jP + d] , t) , 8t ¸ 0 (3.66)

and, under Assumption 3.8, for each δ > 0 and each compact set K µ
H

³
pm
pM

ρ
´

there exists µ¤ > 0 such that µ ¸ µ¤ and (x0, θ0) 2 K imply

jx(t, x0)jP · β (jx0jP , t) + δ, 8t ¸ 0. (3.67)

Recall that asymptotic stability of the set A (and thus attractivity of P)
guarantees that the maneuvering objective is solved. However, how well the
closed-loop maneuvering system performs, especially in the initial transient
and convergence to the path, is unanswered by the control design in Section
3.1. In essence, the concept of near stability of the path P characterizes
performance of maneuvering. The bound (3.67) states, in particular, that
for x0 2 P and θ in a compact subset of Hθ(x0), the excursion of x(¢, x0)
from P can be made arbitrarily small. It further states that if x0 is close to
the path, then the solution x(t, x0) will stay close to the path and eventually
converge to it. It therefore follows from Theorem 3.9 that the set A is near-
UAS with respect to the closed-loop system (3.52) and (3.56).

Remark: The Filtered-gradient algorithm

Skjetne, Fossen and Kokotovíc (2002, 2004) extended the CLF V (x, θ) with
the term ε

2µω2
s to construct a 1st order _ωs-update law. Di¤erentiating the

extended CLF, the 2nd order …ltered-gradient update law was designed as

_θ = υs (θ) ¡ ωs (3.68)

ε _ωs = ¡ωs + µV θ(x, θ). (3.69)

By setting ε = 0, we can again apply singular perturbation techniques on
the closed-loop system where x and θ are the slow states and ωs are the
fast state which rapidly converges to an ε-neighborhood of the manifold
ωs ¡ µV θ(x, θ) = 0. Substituting the solution ωs = µV θ(x, θ) into (3.68)
gives the reduced system

_x = f(x, θ) + g(x, θ)υs(θ)
_θ = υs (θ) ¡ µV θ(x, θ)

(3.70)
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which approximately describes the motion of x and θ in the slow time-scale.
This reduced system is exactly the closed-loop (3.52) and (3.56). Conse-
quently, if ε is chosen small and µ large, then the results of near stability
from the previous analysis are recovered ‘approximately’.

3.4.3 Example: Self-intersecting path

Figure 3.4: Self-intersecting “…gure-8” path.

To illustrate how the performance of the closed-loop system changes for
varying gains µ, let the path be the self-intersecting “…gure-8” in Figure
3.4. (Note that our results, using a gradient-type update law, apply to
self-intersecting paths, in contrast to the results in Hindman and Hauser
(1996) where such paths were not allowed.) The analytical expression for
this “…gure-8” is

ξ(θ) =
·

ξ1(θ)
ξ2(θ)

¸
:= r

·
sin3(θ)

3 sin2(θ) cos(θ)υs(θ)

¸
(3.71)

where r > 0 is a given constant. For the double integrator plant (3.31), the
path (3.71) is to be traversed with the assigned speed υs(θ), consistent with
ξ2(θ) = ξθ

1(θ)υs(θ). Because of the assigned speed υs(θ), our update law for
is

_θ = υs(θ) ¡ µV θ (x, θ) , µ > 0, (3.72)

where V (x, θ) is as in (3.36). We choose the control law

u = ¡k1 (x1 ¡ ξ1(θ)) ¡ k2 (x2 ¡ ξ2(θ)) + ξθ
2(θ)υs(θ) (3.73)

so that with x := [x1 x2]>, k1, k2 > 0, and

A =
·

0 1
¡k1 ¡k2

¸
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the resulting closed-loop system is

_x = A (x ¡ ξ(θ)) + ξθ(θ)υs(θ)
_θ = υs(θ) ¡ µV θ(x, θ).

(3.74)

A singular perturbation analysis with µ su¢ciently large establishes that,
after a rapid transient of θ directed by the gradient algorithm, the motion
of x(t) asymptotically approaches the desired “…gure-8” path.
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Figure 3.5: Typical state trajectories projected into the (x1, x2)-plane for
Maneuvering with: 1) high gain gradient optimization, µ = 1.0, and 2)
low-gain, µ = 0.02.

Two simulations were performed, with r = 10 and speed assigned to υs =
0.5, controller settings k1 = 21, k2 = 11, and initial conditions x0 = [ r

5 , 0]>

and θ0 = 80 ±. The …rst simulation employed a high-gain maneuvering con-
troller with gradient optimization. In this case µ = 1.0 is high enough to
ensure a rapid transient as shown in Figure 3.6. Typical state trajectories
in R3, projected into the (x1, x2)-plane, are shown in Figure 3.5. The corre-
sponding high-gain trajectory has a favourable transient when approaching
the desired path.

For the sake of comparison, a low-gain maneuvering controller with µ =
0.02, is superimposed in Figure 3.5 (dotted trajectory). The transient in this
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Figure 3.6: Time plots of θ(t) for the initial response: rapid transient to
θV ¼ 34 ± in the high-gain case; while both responses follow up with constant
speed 0.5.
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which is eliminated in the high-gain case.
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case exhibit a large overshoot of the path. In fact, in the limit as µ ! 1,
and proper initialization of θ0, it is impossible for x(t) to start inside the
“…gure-8” path and go out of it. In the limit as µ ! 0, on the other hand,
the controller becomes a pure tracking controller (µ = 0), and in this case
we obtain the worst transient performance.

To visualize the two-time scale behavior of θ and the attainement of the
assigned speed υs = 0.5, a comparison of θ1.0(t) for the µ = 1.0 case with
θ.02(t) in the µ = 0.02 case, is shown in Figure 3.6. After a rapid ‘boundary
layer ’ transient where θ1.0(t) converged to the minimum θV (x(0)) ¼ 34 ±,
they both settle on a ramp of t-slope 0.5, as required. However, the θ.02(t)
response never converged to the optimal 34 ±. This di¤erence accounts for
the major deterioration in the transient of x(t).

Figure 3.7 shows the control e¤ort in the two cases. Notice how the
initial transient is rapidly removed in the high-gain case.

3.5 A reference system interpretation

If we twist our eyes, we can view the speed assignment

_θ = υs(θ, t), θ 2 R1, (3.75a)

yd = yd(θ), yd 2 P ½ Rm, (3.75b)

as desired dynamics in a reference system design. This reference system, as
presented earlier in this chapter, is a one-dimensional system representing a
one-dimensional manifold, the path P ½ Rm, to which the solution yd(θ(t))
is constrained. By construction, (3.75) solves two relevant objectives for the
maneuvering problem,

1. it traces the desired path to be followed, and

2. the speed along the path j _ydj = jyθ
d(θ)jjυs(θ, t)j satis…es the desired

speci…cation.

In the maneuvering control design in Section 3.1, a certainty equivalence
principle was used, assuming (3.75a) hold identically, and thus cancelling _θ
with υs(θ, t) at every occurence. Since the maneuvering problem statement
in Chapter 2 allowed for this relationship to only be satis…ed in the limit as
t ! 1, this introduced the error ωs = υs(θ, t) ¡ _θ. In the end, this error
function was used constructively, either to just obtain the reference system
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(3.75) by the tracking update law, or to design a gradient or …ltered-gradient
update law.

Instead of de…ning θ as a scalar path variable, consider it as the state in
a desired reference system of dimension q ¸ 1. To distinguish it from (3.75),
let η be this desired state with desired dynamics

_η = fd(η, t), η 2 Rq (3.76a)

yd = hd (η) , yd 2 Rm (3.76b)

where fd and hd are smooth functions. Clearly, this system captures (3.75)
by making the appropriate substitutions. Generalizing the maneuvering
problem statement, the control objective is to satisfy the two tasks:

1) lim
t!1

jy(t) ¡ yd(t)j = 0 (3.77)

2) lim
t!1

j _η(t) ¡ fd (η(t), t)j = 0 (3.78)

where y is the output of the system to be controlled.
Consider the feedback linearizable system (3.4). Clearly, the exact same

design as the maneuvering design in Section 3.1 can be performed, by …rst
constructing the “generalized state path” as

ξ1(η, t) := hd(η)
ξ2(η, t) := ξη

1(η, t)fd(η, t) + ξt
1(η, t) = hη

d(η)fd(η, t)
...

ξn(η, t) := ξη
n¡1(η, t)fd(η, t) + ξt

n¡1(η, t)

and de…ning

ξ(η, t) := col (ξ1(η, t), ξ2(η, t), . . . , ξn(η, t)) . (3.79)

Similarly to (3.7) and (3.8), the design results in the control law

u = ρ(χ) + ©(χ)¡1[¡K (x ¡ ξ(η, t)) + ξη
n(η, t)fd(η, t) + ξt

n(η, t)] (3.80)

and the closed-loop system (using a gradient update law)

_x = A (x ¡ ξ(η, t)) + ξη(η, t)fd(η, t) + ξt(η, t) (3.81a)

_η = fd(η, t) ¡ ¡V η(x, η, t)>, ¡ = ¡> > 0, (3.81b)

where A = Ac ¡ BcK is Hurwitz. The Lyapunov function for (3.81) is the
quadratic function

V (x, η, t) := (x ¡ ξ(η, t))> P (x ¡ ξ(η, t)) , (3.82)
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PA + A>P = ¡Q, resulting in the time derivative

_V = V x(x, η, t) _x + V η(x, η, t) _η + V t(x, η, t)

= ¡ (x ¡ ξ(η, t))>Q (x ¡ ξ(η, t)) ¡ V η(x, η, t)¡V η(x, η, t)>. (3.83)

Assuming that appropriate assumptions hold for (3.76) so that (3.81) is
forward complete, then (3.82) and (3.83) ensures that the set

M = f(z, η, t) 2 Rnm £ Rq £ R¸0 : z = 0g (3.84)

is UGES, where z := x ¡ ξ(η, t).

What is interesting here is the implication of allowing η to be of order
higher than one. For instance, in Section 3.4 it was shown for µ large that
θ(t) would rapidly converge to a value ¹θ(x, t) that corresponds to a point
along the path ξ(¢, t) that minimized the error x(t) ¡ ξ(θ(t), t) according to
the Lyapunov cost function V (x, θ, t). This behavior is also obtained by the
solution η(t) be choosing ¡ large. Suppose by construction of the reference
system (3.76), we allow ξ(η, t) to span Rnm, that is, for each (x, t) 2 Rnm £
R¸0 there exists η 2 Rq such that ξ(η, t) = x. Then the global minimizer
¹η(x, t) of η 7! V (x, η, t) corresponds to the minimum V (x, ¹η(x, t), t) = 0 at
which ξ(¹η, t) = x. In this minimum, the control law (3.80) is reduced to
only necessary feedforward terms, and we have that V η(x, ¹η(x, t), t) = 0 so
that (3.81b) reduces to the desired dynamics _η = fd(η, t).

Another advantage in this context is to avoid local minima by ensuring
by construction of (3.76) and ξ(η, t) that η 7! V (x, η, t) is strictly convex.

In a sense, we introduced in the previous design one level of ‡exibility by
letting the system output y(t) converge to the output yd(t) of the reference
system that next satis…ed its desired objective in the limit. This gave an
extra degree of freedom that here was used to achieve a favorable response
by applying the gradient optimization algorithm.

In light of this re‡ection, we can consider increasing the levels of ‡exi-
bility by for instance letting y(t) converge to one reference system output
yd1(t) which again converges to another referense system output yd2(t), and
so on, until the last reference system solves for instance the maneuvering
objective (or any other desired objective). The advantage of this may be
that each level of ‡exibility will introduce an extra degree of freedom that in
the design can be used constructively to solve speci…c problems at hand. For
instance, in the papers by Daµcíc and Kokotovíc (2005); Aguiar et al. (2004,
2005), the extra degree of freedom was used to deal with non-minimum
phase performance limitations.
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Chapter 4

Maneuvering designs for
uncertain systems

This chapter presents constructive maneuvering control de-
signs for uncertain systems. In the …rst section, a robust recur-
sive design technique is developed for nonlinear plants in vec-
torial strict feedback form, perturbed on the right-hand side by
bounded time-varying disturbances. In the second section, the
adaptive version of the recursive design is presented for systems
in vectorial parametric strict feedback form. Finally, the last sec-
tion presents a maneuvering design based on sliding-mode con-
trol for systems with both additive and multiplicative structural
uncertainties. All designs are concluded with the selection of
an update law according to the tracking, gradient, or …ltered
gradient update laws. Stability of the noncompact sets corre-
sponding to the maneuvering problem is proven in each case.
The presented material were published in Skjetne, Fossen and
Kokotovíc (2004); Skjetne et al. (2005); Skjetne and Teel (2004).
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4.1 ISS backstepping design

Consider the nonlinear plant (3.1) and suppose it can be written in strict
feedback form of vector relative degree n :

_x1 = G1 (x1)x2 + f1 (x1) + W1 (x1) δ1(t)
_x2 = G2 (¹x2)x3 + f2 (¹x2) + W2 (¹x2) δ2(t)

.

.

. (4.1)

_xn = Gn (¹xn)u + fn(¹xn) + Wn (¹xn) δn(t)
y = h (x1)

where 8t ¸ 0, xi(t) 2 Rm, i = 1, . . . , n, are the states, y(t) 2 Rm is the out-
put, u(t) 2 Rm is the control, and δi(¢) are unknown bounded disturbances.
The matrices Gi(¹xi) and hx1(x1) := ∂h

∂x1 (x1) are invertible for all ¹xi, h(x1)
is a di¤eomorphism, and Gi, fi, and Wi are smooth.

The design task is to design a maneuvering controller that solves the
Maneuvering Control Objective for a continuously parametrized feasible path
yd(θ) and a feasible speed assignment υs(θ, t) where Assumption 3.1 holds.

Due to the disturbances δi in (4.1), the goal is to render the closed-
loop system input-to-state stable (ISS) with respect to the desired set M
in which the maneuvering objective is solved. Such a set is said to be 0-
invariant for a closed-loop system if it is invariant for the disturbance-free,
δi = 0, closed-loop system; see De…nition A.11. Recall Theorem A.14 that
states if a forward complete system admits an ISS-Lyapunov function with
respect to a closed, 0-invariant set M, then it is ISS with respect to M.
This will be the main tool to solve the maneuvering problem for (4.1).

4.1.1 Design procedure

A backstepping design is employed to solve the maneuvering problem for
(4.1). The …rst two steps are given to show how to deal with _θ. The i’th
step for i = 3, . . . , n is given in Table 4.1. The design procedure borrows
much from adaptive tracking by Krstíc et al. (1995) including the notion of
a tuning function.

Step 1: The new variables

z1(x1, θ) := y ¡ yd(θ) = h(x1) ¡ yd(θ) (4.2)

zi(¹xi, θ, t) := xi ¡ αi¡1(¹xi¡1, θ, t), i = 2, . . . , n (4.3)

ωs( _θ, θ, t) := υs (θ, t) ¡ _θ (4.4)
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are introduced, where αi¡1 are virtual controls to be speci…ed later. Di¤er-
entiating (4.2) with respect to time results in

_z1 = _y ¡ yθ
d(θ) _θ

= hx1G1z2 + hx1G1α1 + hx1f1 + hx1W1δ1 ¡ yθ
d
_θ.

Choose a Hurwitz matrix A1 so that P1 = P>
1 > 0 is the solution to P1A1 +

A>
1 P1 = ¡Q1 < 0, and de…ne the …rst control Lyapunov function (CLF)

V1(x1, θ) := z1(x1, θ)>P1z1(x1, θ) (4.5)

whose time derivative is

_V1 = 2z>1 P1[hx1G1α1 + hx1f1 ¡ yθ
dυs]

+ 2z>1 P1hx1G1z2 + 2z>1 P1hx1W1δ1 + 2z>1 P1yθ
dωs.

Then the …rst virtual control law is picked as

α1 = α1(x1, θ, t) (4.6)

= G¡1
1 (hx1)¡1 [A1z1 ¡ hx1f1 + yθ

dυs + α10]

where α10 is a nonlinear damping term to be picked. De…ne the …rst tuning
function, τ1 2 R, as

τ1(x1, θ) := 2z1(x1, θ)>P1yθ
d(θ). (4.7)

After an application of Young’s inequality, the derivative _V1 becomes

_V1 = ¡z>1 Q1z1 + 2z>1 P1hx1G1z2 + τ1ωs + 2z>1 P1hx1W1δ1 + 2z>1 P1α10

· ¡z>1 Q1z1 + τ1ωs + 2z>1 P1hx1G1z2 +
1
κ1

δ>1 δ1

+ 2z>1 P1fα10 +
1
2
κ1hx1W1W>

1 (hx1)> P1z1g.

The nonlinear damping term is now chosen to cancel the last term. This
gives

α10(x1, θ) = ρ1(x1)z1
ρ1(x1) := ¡1

2κ1h
x1W1W>

1 (hx1)> P1, κ1 > 0
(4.8)

and the result of Step 1 is

_z1 = A1z1 ¡ 1
2
κ1hx1W1W>

1 (hx1)> P1z1 + hx1G1z2 + yθ
dωs + hx1W1δ1

(4.9)
_V1 · ¡z>1 Q1z1 + 2z>1 P1hx1G1z2 + τ1ωs + ¢>

1 K1¢1 (4.10)
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where ¢1 := δ1 and K1 := 1
κ1 . If this was the last step, then z2 = 0 and

ωs = 0 would reduce (4.10) to

_V1 · ¡q1 jz1j2 + k1 j¢1j2 < 0, 8 jz1j >

s
k1
q1

j¢1j

where q1 = λmin (Q1) , k1 = 1
κ1 , which implies ISS from the disturbance δ1

to the state z1. To aid next step, let

_α1 =: σ1(¹x2, θ, t) + αθ
1(x1, θ, t) _θ + $1,1(x1, θ, t)δ1(t) (4.11)

where σ1 collects the terms in _α1 not containing _θ and δ1, and $1,1 collects
the terms multiplying the disturbance δ1

σ1(¹x2, θ, t) := αx1
1 (x1, θ, t) [G1(x1)x2 + f1(x1)] + αt

1(x1, θ, t) (4.12)

$1,1(x1, θ, t) := αx1
1 (x1, θ, t)W1(x1). (4.13)

Step 2: Consider x3 as the next control variable. Di¤erentiating (4.3),
i = 2, with respect to time gives

_z2 = _x2 ¡ _α1

= G2z3 + G2α2 + f2 + W2δ2 ¡ σ1 ¡ αθ
1
_θ ¡ $1,1δ1

where z3 = x3¡α2. Choose A2 Hurwitz and let P2 = P>
2 > 0 be the solution

to P2A2 + A>
2 P2 = ¡Q2 < 0. De…ne the Step 2 CLF

V2(¹x2, θ, t) := V1(x1, θ) + z2(¹x2, θ, t)>P2z2(¹x2, θ, t) (4.14)

whose time derivative is

_V2 · ¡z>1 Q1z1 + τ1ωs + 2z>2 P2αθ
1ωs +

1
κ1

δ>1 δ1

+ 2z>2 fG>
1 (hx1)> P1z1 + P2[G2α2 + f2 ¡ σ1 ¡ αθ

1υs]g
+ 2z>2 P2[W2δ2 ¡ $1,1δ1] + 2z>2 P2G2z3.

The second virtual control law is picked as

α2 = α2 (¹x2, θ, t) (4.15)

= G¡1
2

h
A2z2 ¡ P¡1

2 G>
1 (hx1)> P1z1 ¡ f2 + σ1 + αθ

1υs + α20

i
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where α20 is a nonlinear damping term to be designed. De…ne the second
tuning function, τ2 2 R, as

τ2(¹x2, θ, t) := τ1(x1, θ) + 2z2(¹x2, θ, t)>P2αθ
1(x1, θ, t). (4.16)

Using Young’s inequality again, the derivative _V2 becomes

_V2 · ¡z>1 Q1z1 ¡ z>2 Q2z2 + 2z>2 P2G2z3 + τ2ωs

+ 2z>2 P2

½
α20 +

1
2
κ2

h
W2W>

2 + $1,1$>
1,1

i
P2z2

¾

+
1
κ1

δ>1 δ1 +
1
κ2

h
δ>2 δ2 + δ>1 δ1

i

and the second nonlinear damping term α20 is chosen as

α20 = ρ2(¹x2, θ, t)z2
ρ2 = ¡1

2κ2
£
W2W>

2 + $1,1$>
1,1

¤
P2, κ2 > 0. (4.17)

Then Step 2 results in

_z2 = ¡P¡1
2 G>

1 (hx1)> P1z1 + A2z2 + G2z3 + αθ
1ωs

¡ 1
2
κ2

h
W2W>

2 + $1,1$>
1,1

i
P2z2 ¡ $1,1δ1 + W2δ2 (4.18)

_V2 · ¡z>1 Q1z1 ¡ z>2 Q2z2 + 2z>2 P2G2z3 + τ2ωs + ¢>
2 K2¢2 (4.19)

where ¢2 := [δ>1 , δ>2 ]> and K2 := diag( 1
κ1 + 1

κ2 ,
1
κ2 ). If this was the last

step, then z3 = 0 and ωs = 0 would give

_V2 · ¡q2 j¹z2j2 + k2 j¢2j2 < 0, 8 j¹z2j >

s
k2
q2

j¢2j

where q2 = λmin (Q1,Q2) , k2 = 1
κ1 + 1

κ2 , which indicates ISS from the
disturbances δ1, δ2 to the states z1, z2. Steps i=3,...,n are summarized in
Table 4.1.

Upon the completion of Step n, the choice

u = αn (¹xn, θ, t) (4.20)

= G¡1
n

h
Anzn ¡ P¡1

n G>
n¡1Pn¡1zn¡1 ¡ fn + σn¡1 + αθ

n¡1υs + u0
i

u0 = ¡1
2
κn

2
4WnW>

n +
n¡1X

j=1

$n¡1,j$>
n¡1,j

3
5Pnzn (4.21)



88 Maneuvering designs for uncertain systems

Table 4.1: ISS Maneuvering: Step i = 3,...,n.
Substitute zn+1 = 0 and αn = u for Step n.

_zi = _xi ¡ _αi¡1
= Gizi+1 + Giαi + fi + Wiδi ¡ σi¡1 ¡ αθ

i¡1 _θ ¡ Pi¡1
j=1 $i¡1,jδj

Vi := Vi¡1 + z>i Pizi

_Vi · ¡Pi¡1
j=1 z>j Qjzj +

Pi¡1
j=1

Pi¡1
k=j

1
κk

δ>j δj

+2z>i
©
G>

i¡1Pi¡1zi¡1 + Pi
£
Giαi + fi ¡ σi¡1 ¡ αθ

i¡1υs
¤ª

+2z>i Pi

h
Wiδi ¡ Pi¡1

j=1 $i¡1,jδj

i

+2z>i Piαθ
i¡1ωs + τ i¡1ωs + 2z>i PiGizi+1

+

τ i := τ i¡1 + 2z>i Piαθ
i¡1 i’th Tuning Function

αi = αi(¹xi, θ, t)
= G¡1

i
£
Aizi ¡ P¡1

i G>
i¡1Pi¡1zi¡1 ¡ fi + σi¡1 + αθ

i¡1υs + αi0
¤

αi0 = ρi(¹xi, θ, t)zi

ρi = ¡1
2κi

h
WiW>

i +
Pi¡1

j=1 $i¡1,j$>
i¡1,j

i
Pi

PiAi + A>
i Pi = ¡Qi < 0 and κi> 0

+

_zi = ¡P¡1
i G>

i¡1Pi¡1zi¡1 + Aizi + Gizi+1 + αθ
i¡1ωs

¡1
2κi

h
WiW>

i +
Pi¡1

j=1 $i¡1,j$>
i¡1,j

i
Pizi ¡ Pi¡1

j=1 $i¡1,jδj + Wiδi

_Vi · ¡Pi
j=1 z>j Qjzj + 2z>i PiGizi+1 + τ iωs + ¢>

i Ki¢i

¢i := col (δ1, δ2, ¢ ¢ ¢ , δi)
Ki := diag

³
1
κ1 + 1

κ2 + . . . + 1
κi

, 1
κ2 + . . . + 1

κi
, ¢ ¢ ¢ , 1

κi

´

+

_αi =: σi + αθ
i
_θ +

Pi
j=1 $i,jδj

σi := αx1
i [G1x2 + f1] + . . . + αxi

i [Gixi+1 + fi] + αt
i

$i,j := αxj
i Wj
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with κn > 0, results in

_zn = ¡P¡1
n G>

n¡1Pn¡1zn¡1 + Anzn + αθ
n¡1ωs (4.22)

¡ 1
2
κn

2
4WnW>

n +
n¡1X

j=1

$n¡1,j$>
n¡1,j

3
5Pnzn ¡

n¡1X

j=1

$n¡1,jδj + Wnδn

and _Vn · ¡
nX

j=1

z>j Qjzj + τnωs + ¢>
n Kn¢n. (4.23)

Resulting system: With x := ¹xn, z := ¹zn, ¢(t) := ¢n(t) = col(δ1(t),
. . . , δn(t)), P := diag(P1, P2, . . . , Pn), and Q := diag(Q1, Q2, . . . , Qn) we
rewrite the n’th tuning function as

τn(x, θ, t) = 2b(¹xn¡1, θ, t)>Pz(x, θ, t), (4.24)

and the closed-loop system becomes

_z = Az(x, θ, t)z + b(¹xn¡1, θ, t)ωs + W (x, θ, t)¢(t) (4.25a)
_θ = υs(θ, t) ¡ ωs, (4.25b)

where

Az (x, θ, t) :=
2
66666664

A1 + ρ1 hx1G1 0 0 ¢ ¢ ¢
¡P¡1

2 G>
1 (hx1)> P1 A2 + ρ2 G2 0 ¢ ¢ ¢
0 ¡P¡1

3 G>
2 P2 A3 + ρ3 G3 ¢ ¢ ¢

...
...

...
. . . . . .

0 0 0 0 ¢ ¢ ¢
0 0 0 0 ¢ ¢ ¢

¢ ¢ ¢

¢ ¢ ¢

¢ ¢ ¢ 0 0 0
¢ ¢ ¢ 0 0 0
¢ ¢ ¢ 0 0 0
. . . . . .

...
...

¢ ¢ ¢ ¡P¡1
n¡1G

>
n¡2Pn¡2 An¡1 + ρn¡1 Gn¡1

¢ ¢ ¢ 0 ¡P¡1
n G>

n¡1Pn¡1 An + ρn

3
77777775

,

b (¹xn¡1, θ, t) := col
¡

yθ
d(θ), αθ

1(¹x1, θ, t), . . . , αθ
n¡1(¹xn¡1, θ, t)

¢
,
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and

W (x, θ, t) :=

2
6666664

hx1W1 0 0 ¢ ¢ ¢ 0 0
¡$1,1 W2 0 ¢ ¢ ¢ 0 0

¡$2,1 ¡$2,2 W3
. . . 0 0

...
...

. . . . . .
...

...
¡$n¡1,1 ¡$n¡1,2 ¡$n¡1,3 ¢ ¢ ¢ ¡$n¡1,n¡1 Wn

3
7777775
¢

The backstepping design has transformed the original system (4.1) into
the error coordinates z by a di¤eomorphism (x, θ, t) Ã! (z, θ, t) where
z = ª(x, θ, t) is given by (4.2) and (4.3) for i = 2, . . . , n. The inverse map
x = ¨(z, θ, t) of this di¤eomorphism is given by

¨(z, θ, t) :

8
>>><
>>>:

x1 = ψ1(¹z1, θ, t) = h¡1(z1 + yd(θ))
x2 = ψ2(¹z2, θ, t) = z2 + α1(ψ1(¹z1, θ, t), θ, t)

...
xn = ψn(¹zn, θ, t) = zn + αn¡1(ψn¡1(¹zn¡1, θ, t), θ, t)

(4.26)

which (for each …xed z) is bounded uniformly in (θ, t) due to Assumption
3.1 and the continuity assumptions on h¡1, Gi, fi, and Wi.

The derivative of the Step n CLF satis…es the inequality

_Vn · ¡z>Qz + τnωs + ¢>Kn¢ (4.27)

which is of the form of the principal design inequality (3.14b). While the
expressions (4.20) and (4.21) de…ne the static part of the control law, the
dynamic part, specifying either _θ or ( _θ, _ωs), is to render the term τnωs in
(4.27) nonpositive. When τnωs · 0 is achieved, then (4.27) guarantees that
the closed-loop system is ISS where the damping gains κi can be adjusted
for a desired level of disturbance attenuation. Following Jiang, Teel and
Praly (1994), one can assign the gain from the disturbances δi to the output
error z1 = y ¡ yd(θ) to ensure any desired output maneuvering accuracy.

4.1.2 Closing the loop by speed assignment designs

The set to be rendered 0-invariant for (4.25) becomes

M = f(z, θ, t) 2 Rnm £ R £ R¸0 : z = 0g , (4.28)

and it is veri…ed, for ¢ ´ 0, that any solution of (4.25) staying identically
in (4.28) will solve the Maneuvering Problem. Indeed, z1 = 0 will solve the
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geometric task. Moreover, for z ´ 0 and ¢ = 0 we get from (4.25) that
_z = b(¹xn¡1, θ, t)ωs = 0 such that ωs = _θ ¡ υs(θ, t) = 0 must hold for all
(z, θ, t) 2 M.

For the dynamic part of the control law, the design variable is ωs :

Theorem 4.1 The closed-loop system (4.25) is ISS with respect to the set
(4.28) for every continuous function ωs = ω(z, θ, t) that satis…es:

1. there exists a continuous positive semi-de…nite function σ : Rnm !
R¸0, σ(0) = 0, such that jω(z, θ, t)j · σ(z), 8 (z, θ, t) 2 Rnm£R£R¸0,
and

2. τn(¨(z, θ, t), θ, t)ω(z, θ, t) · 0, 8 (z, θ, t) 2 Rnm £ R £ R¸0.

In the case when ¢ = 0, then the set (4.28) becomes UGES with respect
to (4.25) for this choice of ωs.

Proof. The closed-loop system (4.25), with ωs = ω(z, θ, t), is of the form
of the interconnected system (A.40) in Appendix A by setting x1 := z,
x2 := (θ, t), and u1 := ¢, u2 = 0 in (A.40). De…ning accordingly f1 :=
Az(x, θ, t)z + b(¹xn¡1, θ, t)ω(z, θ, t) + W (x, θ, t)¢ where x = ¨(z, θ, t) and
f2 := col (υs(θ, t) ¡ ω(z, θ, t), 1) then f2 satis…es Lemma A.21 since
jω(z, θ, t)j · σ(z) is uniformly bounded for all z in the compact set X .
Moreover, since Vn(z) satis…es (A.44) with α1(¢) := λmin(P ) (¢)2 , α2(¢) :=
λmax(P ) (¢)2, and (A.45) with α3(¢) := λmin(Q) (¢)2 , α4(¢) := λmax(Kn) (¢)2,
using j(z, θ, t)jM = jzj = jx1jA1

, then the conclusion of Theorem A.22 gives
ISS from ¢ to z with respect to M, and UGES in the disturbance-free case.

The Tracking or Gradient update laws can be applied to accomodate
Conditions 1 and 2 of Theorem 4.1.

Gradient update law: Setting ωs = ¡µτn(x, θ, t), µ ¸ 0, satis…es the
speed assignment (2.20) asymptotically since τn ! 0 as z ! 0. The Con-
dition 1 bound jµτn(¨(z, θ, t), θ, t)j · σ(z) of Theorem 4.1 can be veri…ed
recursively by applying Assumption 3.1 and (4.26). We call this a Gradient
update law because

τn(x, θ, t) = ¡V θ
n (ª(x, θ, t)), (4.29)

and the dynamic part of the control law becomes

_θ = υs(θ, t) + µτn(x, θ, t)
= υs(θ, t) ¡ µV θ

n (ª(x, θ, t)).
(4.30)
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For µ = 0 it reduces to the tracking update law _θ = υs(θ, t).
This update law has the same gradient properties as shown in Section 3.4.

Increasing the gain µ will ensure that θ rapidly converges to a minimizer of
θ 7! Vn(ª(x, θ, t)). However, since there is now a nonlinear mapping from x
to z = ª(x, θ, t) there may exist multiple local minima of θ 7! Vn(ª(x, θ, t))
for each …xed (x, t). This should be analyzed on a case-by-case basis.

Filtered-gradient update law: As an alternative to the direct design
above, we augment the Step n CLF to

V = Vn +
1

2λµ
ω2

s, λ, µ > 0, (4.31)

get the time-derivative

_V = _Vn +
1

λµ
ωs _ωs

· ¡z>Qz + [τn +
1

λµ
_ωs]ωs+¢>

n Kn¢n,

and choose the update law for _ωs as

_ωs = ¡λ (ωs + µτn) (4.32)

resulting in
_V · ¡z>Qz ¡ 1

µ
ω2

s+¢>
n Kn¢n. (4.33)

We note that (4.32) is (4.29) …ltered by ¡µ λ
s+λ , and the dynamic part of

the control law becomes the Filtered-gradient update law

_θ = υs(θ, t) ¡ ωs
_ωs = ¡λωs ¡ λµτn(x, θ, t).

(4.34)

Theorem 4.2 The closed-loop system resulting from the Filtered-Gradient
update law:

_z = Az(x, θ, t)z + b(¹xn¡1, θ, t)ωs + W (x, θ, t)¢(t)
_θ = υs(θ, t) ¡ ωs
_ωs = ¡2λµb(¹xn¡1, θ, t)>Pz ¡ λωs

(4.35)

is ISS with respect to the closed, 0-invariant set

M0 = f(z, ωs, θ, t) 2 Rnm £ R £ R £ R¸0 : z = 0, ωs = 0g . (4.36)
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In the disturbance-free case, the set M0 is UGES with respect to (4.35).

Proof. By setting x1 := (z, ωs) and x2 := (θ, t) in (A.40), the proof follows
directly from Theorem A.22 by applying the ISS-Lyapunov function (4.31)
with its derivative (4.33), and Assumption 3.1 for boundedness of υs(θ, t).
The details are left for the reader to verify.

Note that the …lter (4.32) can be designed of any order by using the
design procedure of Section 3.1.3. Only the 1st order case was considered
here for simplicity. It should also be noted that the design can again be
extended with phase assignment according to Section 3.2.

Important: By the achieved ISS property, z and ωs are only guaranteed
to enter a small residual set Z due to the disturbances. This may cause θ
in (4.30) or (4.34), and therefore yd(θ), to stop, which happens if ωs(t) =
υs(θ(t), t) for some t. Reducing Z with larger nonlinear damping gains κi
will alleviate this problem.

4.1.3 Example: The robotic cutting tool

We return to the example in Section 2.4.1 and design a robust maneuvering
system for the cutting tool application. For the plant (2.30), let D1 and K1
be unknown state dependent matrices, bounded by

sup
x

jjK1 (x)jj < mK , sup
_x

jjD1 ( _x)jj < mD

where mK ,mD need not be known. Let x1 := x and x2 := _x, and de…ne
W (¹x2) := [W1(x1), W2(x2)] 2 R2£8 where Wi(xi) := ¡diag(x>i , x>i ) 2 R2£4

and ¢(t) := col (δ1(t), δ2(t)) 2 R8 where δ1(t), δ2(t) 2 R4 contains the two
rows of K1 and D1 stacked in one column vector. The plant becomes

_x1 = x2
M _x2 + D0x2 + K0x1 = u + W (¹x2)¢(t)

which is in the form of (4.1). The design procedure then yields

z1 = x1 ¡ yd(θ)

z2 = x2 ¡ α1(x1, yd(θ), yθ
d(θ), υs(θ))

α1 = ¡Kpz1 + yθ
d(θ)υs(θ)

σ1 = ¡Kpx2

αθ
1 = Kpyθ

d(θ) + yθ2
d (θ)υs(θ) + yθ

d(θ)υθ
s(θ)
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where A1 = ¡Kp, Kp = K>
p > 0, and A2 = ¡Kd, Kd = K>

d > 0. The
control law and the maneuvering update law are given by the closed-loop
system in Table 4.2. Stability is veri…ed with V = p1z>1 z1+p2z>2 Mz2+ 1

2µ1
ω2

s

and its derivative _V · ¡z>1 Q1z1 ¡ z>2 Q2z2 ¡ λ
µ1

ω2
s + 1

κ¢>¢.

Table 4.2: Closed-loop maneuvering system for the cutting tool application

Plant :
_x1 = x2
_x2 = M¡1 (u ¡ D( _x)x2 ¡ K(x)x1)
input: fug
output: fx1, x2g

Control :
_θ = υs(θ) ¡ ωs
_ωs = ¡λωs ¡ 2µ1

¡
p1z>1 yθ

d(θ) + p2z>2 Mαθ
1
¢

u = ¡p1
p2 z1 ¡ Kdz2 + K0x1 + D0α1 + Mσ1

+Mαθ
1υs(θ) ¡ 1

2κW (¹x2)W (¹x2)>p2z2
input:

n
x1, x2, yd(θ), yθ

d(θ), y
θ2
d (θ), υs(θ), υθ

s(θ)
o

output: fu, θg
Guidance :
input: fθg
output:

n
yd(θ), yθ

d(θ), y
θ2
d (θ), υs(θ), υθ

s(θ)
o

To satisfy the performance speci…cations of the example in Section 2.4.1,
we constructed the speed assignment (2.32), which has the derivative

υθ
s (θ) =

8
<
:

ms
πjyθ

dj
a2

a22+(θ¡θk¡a1)2
; θ 2

h
θk, θk + θk+1¡θk

2

´

¡ms
πjyθ

dj
a2

a22+(θk+1¡a1¡θ)2
; θ 2

h
θk + θk+1¡θk

2 , θk+1

´
.

Since the assigned speed is very slow at the nodes, there is a danger that the
tracing stops if the disturbances are not attenuated enough. It is therefore
important to choose κ large enough. In the simulation shown next, υs(θ) ¸
0.0013 for all θ and κ = 150 ensures that the residual set for ωs is smaller
than 0.0013.

In the simulation, we let the matrices K and D, including the ‘unknown’
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Figure 4.1: Positional motion of the cutting tool in the space of x 2 R2.

trigonometric disturbance terms, be

K (x1) =
·

10 + 0.15 sin(7.5x11) cos(7.5x12) 0
0 10 + 0.15 sin(7.5x12) cos(7.5x11)

¸

D (x2) =
·

2 0.1 sin(x21)
0.1 sin(x22) 2

¸

and M = I. The controller gains were set to Kp = Kd = 50I, p1 = 5, p2 = 1,
κ = 150, λ = 40, µ1 = 1, and the speed assignment parameters were set to
a1 = 0.005, a2 = 0.001, and ms = 0.1.

The position of the tool started from rest at (0, 0) and (θ(0), ωs(0)) =
(0, 0) . The output, shown in Figure 4.1, accurately traces the path. From
Figure 4.2 the output error jz1(t)j = jx1(t) ¡ yd(θ(t))j is observed to be in
the order of 10¡5 which is well below the speci…ed limit. The speed along
the path is seen from Figure 4.3 to be approximately 0.1m/ s with a small
ripple due to the ‘disturbances’ in K(x1(t)) and D(x2(t)). In Figure 4.4
we also verify that the control e¤ort is far from being excessive, despite the
large nonlinear damping gain.

This illustrates the gradient-based maneuvering system’s capability to
always keep the error signals small. The time spent tracing the path is
51.1 s. If one were able to trace the entire path with speed ms, then the
total time would be 48.3 s so that the time loss is only 5.8%. We conclude
that our maneuvering design satis…es the problem speci…cations well.
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Figure 4.2: Output error z1 (t) = x (t) ¡ yd (θ(t)) .
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Figure 4.4: Control signal u(t) for the cutting tool.
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4.2 Adaptive backstepping design

This section shows how the maneuvering problem is solved by adaptive back-
stepping for parametrically uncertain nonlinear systems. Consider the plant
(3.1) and suppose it can be written in parametric strict feedback form of
vector relative degree n :

_x1 = G1 (x1)x2 + f1 (x1) + ©1 (x1)ϕ
_x2 = G2 (¹x2)x3 + f2 (¹x2) + ©2 (¹x2)ϕ

.

.

. (4.37)

_xn = Gn (¹xn)u + fn(¹xn) + ©n (¹xn)ϕ
y = h (x1)

where xi 2 Rm, i = 1, . . . , n, are the states, y 2 Rm is the output, u 2 Rm

is the control, and ϕ 2 Rp is a vector of constant unknown parameters. The
matrices Gi(¹xi) and hx1(x1) := ∂h

∂x1 (x1) are invertible for all ¹xi, the map
h(x1) is a di¤eomorphism, and Gi, fi, and ©i are smooth.

The design task is again to design a maneuvering controller that solves
the Maneuvering Control Objective for a continuously parametrized feasible
path yd(θ) and a feasible speed assignment υs(θ, t) where the boundedness
constraints on the path and speed assignment in Assumption 3.1 are satis-
…ed.

4.2.1 Design procedure

In the recursive procedure that follows, a detailed development of Step 1
and 2 are shown, while Step i=3,. . . ,n is given in Table 4.3. The adaptive
procedure of Krstíc et al. (1995) is adopted, making the distinction between
the notions of a tuning function and an adaptive tuning function.

Step 1: De…ne the error variables

z1(x1, θ) := y ¡ yd(θ) = h(x1) ¡ yd(θ) (4.38)

zi(¹xi, ϕ̂, θ, t) := xi ¡ αi¡1(¹xi¡1, ϕ̂, θ, t), i = 2, . . . , n (4.39)

ωs( _θ, θ, t) := υs(θ, t) ¡ _θ (4.40)

~ϕ := ϕ ¡ ϕ̂, (4.41)

where ϕ̂ is the parameter estimate and αi¡1 are virtual controls to be spec-
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i…ed later. Di¤erentiating (4.38) with respect to time yields

_z1 = _y ¡ yθ
d
_θ

= hx1G1z2 + hx1G1α1 + hx1f1 + hx1
1 ©1ϕ ¡ yθ

d
_θ.

Choose a Hurwitz matrix A1 so that P1 = P>
1 > 0 is the solution to P1A1 +

A>
1 P1 = ¡Q1 < 0, and let ¡ = ¡> > 0. De…ne the …rst control Lyapunov

function (CLF) as

V1(x1, ϕ̂, θ) := z1(x1, θ)>P1z1(x1, θ) +
1
2

~ϕ>¡¡1~ϕ (4.42)

whose time derivative is

_V1 = 2z>1 P1[hx1G1α1 + hx1f1 + hx1
1 ©1ϕ̂ ¡ yθ

dυs]

+ 2z>1 P1[hx1G1z2 + hx1
1 ©1~ϕ + yθ

dωs] ¡ ~ϕ>¡¡1 _̂ϕ

where _~ϕ = ¡ _̂ϕ. The …rst virtual control law is then picked as

α1 = α1(x1, ϕ̂, θ, t) (4.43)

= G¡1
1 (hx1)¡1 [A1z1 ¡ hx1f1 ¡ hx1

1 ©1ϕ̂ + yθ
dυs].

Let ¢1(x1) := hx1(x1)©1(x1), and de…ne the …rst tuning function, τ1 2 R,
and the adaptive tuning function, ρ1 2 Rp, as

τ1(x1, θ) := 2z1(x1, θ)>P1yθ
d(θ) (4.44)

ρ1(x1, θ) := 2¢1(x1)>P1z1(x1, θ). (4.45)

The result of Step 1 becomes

_z1 = A1z1 + hx1G1z2 + yθ
dωs + ¢1~ϕ (4.46)

_V1 = ¡z>1 Q1z1 + 2z>1 P1hx1G1z2 + τ1ωs + ~ϕ>[ρ1 ¡ ¡¡1 _̂ϕ] (4.47)

where the terms containing z2, ωs, and ~ϕ are left for the next step. To aid
next step, let

_α1 = : σ1(¹x2, ϕ̂, θ, t) + αθ
1(x1, ϕ̂, θ, t) _θ

+χ1,1(x1, ϕ̂, θ, t)~ϕ + χ1,2(x1, ϕ̂, θ, t) _̂ϕ (4.48)

where

σ1(¹x2, ϕ̂, θ, t) := αx1
1 (x1, ϕ̂, θ, t)[G1(x1)x2 + f1(x1) + ©1(x1)ϕ̂]
+ αt

1(x1, ϕ̂, θ, t) (4.49)

χ1,1(x1, ϕ̂, θ, t) := αx1
1 (x1, ϕ̂, θ, t)©1(x1) (4.50)

χ1,2(x1, ϕ̂, θ, t) := αϕ̂
1 (x1, ϕ̂, θ, t). (4.51)
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Step 2: Consider x3 as the next control variable. Di¤erentiating (4.39),
i = 2, with respect to time gives

_z2 = _x2 ¡ _α1

= G2z3 + G2α2 + f2 + ©2ϕ ¡ σ1 ¡ αθ
1
_θ ¡ χ1,1~ϕ ¡ χ1,2

_̂ϕ

where z3 = x3¡α2. Choose A2 Hurwitz and let P2 = P>
2 > 0 be the solution

to P2A2 + A>
2 P2 = ¡Q2 < 0. De…ne the Step 2 CLF

V2(¹x2, ϕ̂, θ, t) := V1(x1, ϕ̂, θ) + z2(¹x2, ϕ̂, θ, t)>P2z2(¹x2, ϕ̂, θ, t) (4.52)

whose time derivative is

_V2 = ¡z>1 Q1z1 + 2z>2 P2G2z3 + τ1ωs + 2z>2 P2αθ
1ωs

+ 2z>2
n
G>
1 (hx1)> P1z1 + P2

h
G2α2 + f2 + ©2ϕ̂ ¡ σ1 ¡ αθ

1υs ¡ χ1,2
_̂ϕ
io

+ ~ϕ>[ρ1 ¡ ¡¡1 _̂ϕ] + 2z>2 P2[©2 ¡ χ1,1]~ϕ.

The second virtual control law is then picked as

α2 = α2(¹x2, ϕ̂, θ, t) (4.53)

= G¡1
2 [A2z2 ¡ P¡1

2 G>
1 hx1P1z1 ¡ f2 ¡ ©2ϕ̂ + σ1 + αθ

1υs + χ12¡ρ2].

Let ¢2(¹x2, ϕ̂, θ, t) := ©2(¹x2) ¡ χ1,1(x1, ϕ̂, θ, t) and $2(¹x2, ϕ̂, θ, t)> :=
2z2(¹x2, ϕ̂, θ, t)>P2χ1,2(x1, ϕ̂, θ, t), and de…ne the second tuning function, τ2 2
R, and the adaptive tuning function, ρ2 2 Rp, as

τ2(¹x2, ϕ̂, θ, t) := τ1(x1, θ) + 2z2(¹x2, ϕ̂, θ, t)>P2αθ
1(x1, ϕ̂, θ, t) (4.54)

ρ2(¹x2, ϕ̂, θ, t) := ρ1(x1, θ) + 2¢2(¹x2, ϕ̂, θ, t)>P2z2(¹x2, ϕ̂, θ, t). (4.55)

The result of Step 2 becomes

_z2 = ¡P¡1
2 G>

1 (hx1)> P1z1 + A2z2 + G2z3
+ αθ

1ωs + ¢2~ϕ + χ1,2[¡ρ2¡ _̂ϕ] (4.56)
_V2 = ¡z>1 Q1z1 ¡ z>2 Q2z2 + 2z>2 P2G2z3 + τ2ωs

+ ~ϕ>[ρ2 ¡ ¡¡1 _̂ϕ] + $>
2 [¡ρ2 ¡ _̂ϕ] (4.57)

where the terms containing z3, ωs, and _̂ϕ are left for the next step.
Steps i = 3, . . . , n are summarized in Table 4.3. Notice the introduction

of the terms $i, i = 2, . . . , n which from adaptive backstepping theory is
known to occur for plants of relative degree 3 or higher.
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Table 4.3: Adaptive Maneuvering: Step i = 3,...,n.
Substitute zn+1 = 0 and αn = u for Step n.

_zi = _xi ¡ _αi¡1
= Gizi+1 + Giαi + fi + ©iϕ ¡ σi¡1 ¡ αθ

i¡1 _θ ¡ χi¡1,1~ϕ ¡ χi¡1,2 _̂ϕ
Vi := Vi¡1 + z>i Pizi

_Vi = ¡Pi¡1
j=1 z>j Qjzj + 2z>i PiGizi+1 + τ i¡1ωs

+2z>i fG>
i¡1Pi¡1zi¡1 + Pi[Giαi + fi + ©iϕ̂ ¡ σi¡1 ¡ αθ

i¡1υs ¡ χi¡1,2 _̂ϕ]g
+~ϕ>[ρi¡1 ¡ ¡¡1 _̂ϕ] + $>

i¡1[¡ρi¡1 ¡ _̂ϕ]
+2z>i Pi[©i ¡ χi¡1,1]~ϕ + 2z>i Piαθ

i¡1ωs

+

¢i := ©i ¡ χi¡1,1
$>

i := $>
i¡1 + 2z>i Piχi¡1,2, $>

1 = 0
τ i := τ i¡1 + 2z>i Piαθ

i¡1 i’th Tuning Function
ρi := ρi¡1 + 2¢>

i Pizi i’th Adaptive Tuning Function
αi = αi(¹xi, ϕ̂, θ, t)

= G¡1
i [Aizi ¡ P¡1

i G>
i¡1Pi¡1zi¡1 ¡ fi ¡ ©iϕ̂ + σi¡1

+αθ
i¡1υs + χi¡1,2¡ρi + ¢i¡$i¡1]

PiAi + A>
i Pi = ¡Qi < 0

+

_zi = ¡P¡1
i G>

i¡1Pi¡1zi¡1 + Aizi + Gizi+1 + αθ
i¡1ωs

+¢i~ϕ + χi¡1,2[¡ρi ¡ _̂ϕ]
_Vi = ¡Pi

j=1 z>j Qjzj + 2z>i PiGizi+1 + τ iωs

+~ϕ>[ρi ¡ ¡¡1 _̂ϕ] + $>
i [¡ρi ¡ _̂ϕ]

+

_αi =: σi + αθ
i
_θ + χi,1~ϕ + χi,2

_̂ϕ
σi :=

Pi
j=1 αxj

i [Gjxj+1 + fj + ©jϕ̂] + αt
i

χi,1 :=
Pi

j=1 αxj
i ©j

χi,2 := αϕ̂
i
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Upon the completion of Step n the static part of the control law and the
adaptive update law are designed as

u = αn(¹xn, ϕ̂, θ, t) (4.58)

= G¡1
n [Anzn ¡ P¡1

n G>
n¡1Pn¡1zn¡1 ¡ fn ¡ ©nϕ̂

+ σn¡1 + αθ
n¡1υs + χn¡1,2¡ρn + ¢n¡$n¡1]

_̂ϕ = ¡ρn(¹xn, ϕ̂, θ, t), (4.59)

resulting in

_zn = ¡P¡1
n G>

n¡1Pn¡1zn¡1 + Anzn + αθ
n¡1ωs + ¢n~ϕ (4.60)

where ¢n(¹xn, ϕ̂, θ, t) := ©n (¹xn) ¡ χn¡1,1(¹xn+1, ϕ̂, θ, t), and

_Vn = ¡
nX

j=1

z>j Qjzj + τnωs. (4.61)

Resulting system: With x := ¹xn, z := ¹zn, P := diag(P1, P2, . . . ,
Pn), and Q := diag(Q1, Q2, . . . , Qn) the tuning function τn(x, ϕ̂, θ, t) and
adaptive tuning function ρn(x, ϕ̂, θ, t) are written

τn = 2b(¹xn¡1, ϕ̂, θ, t)>Pz(x, ϕ̂, θ, t) (4.62)

ρn = 2©(x)>H(¹xn¡1, ϕ̂, θ, t)>Pz(x, ϕ̂, θ, t), (4.63)

where

b(¹xn¡1, ϕ̂, θ, t) := col
¡

yθ
d(θ), αθ

1(x1, ϕ̂, θ, t), ¢ ¢ ¢ , αθ
n¡1(¹xn¡1, ϕ̂, θ, t)

¢
,

H(¹xn¡1, ϕ̂, θ, t) :=

2
6666664

hx1 0 0 ¢ ¢ ¢ 0
¡∂α1

∂x1 I 0 ¢ ¢ ¢ 0
¡∂α2

∂x1 ¡∂α2
∂x2 I ¢ ¢ ¢ 0

...
...

. . . . . . 0
¡∂αn¡1

∂x1 ¡∂αn¡1
∂x2 ¢ ¢ ¢ ¡∂αn¡1

∂xn¡1
I

3
7777775

,

and the overall adaptive regressor matrix ©(x) 2 Rnm£p is

©(x) :=
£

©1(x1)>, ©2(¹x2)>, ¢ ¢ ¢ , ©n(¹xn)>
¤>

with κi,j(¹xj, ϕ̂, θ, t) := ¡2χi¡1,2(¹xi¡1, ϕ̂, θ, t)¡¢j(¹xj , ϕ̂, θ, t)>Pj ,
i = 2, . . . , n ¡ 1, j = i + 1, . . . , n.
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The resulting closed-loop system is at this stage

_z = Az(x, ϕ̂, θ, t)z + b(¹xn¡1, ϕ̂, θ, t)ωs + H(¹xn¡1, ϕ̂, θ, t)©(x)~ϕ
_~ϕ = ¡2¡©(x)>H(¹xn¡1, ϕ̂, θ, t)>Pz
_θ = υs(θ, t) ¡ ωs

(4.64)

where

Az(x, ϕ̂, θ, t) :=
2
66666664

A1 hx1G1 0 0 ¢ ¢ ¢
¡P¡1

2 G>
1 (hx1)> P1 A2 G2 + κ2,3 κ2,4 ¢ ¢ ¢
0 ¡P¡1

3 G>
2 P2 A3 G3 + κ3,4 ¢ ¢ ¢

...
...

...
. . . . . .

0 0 ¢ ¢ ¢ 0 ¢ ¢ ¢
0 0 0 0 ¢ ¢ ¢

¢ ¢ ¢

¢ ¢ ¢

¢ ¢ ¢ 0 0 0
¢ ¢ ¢ κ2,n¡2 κ2,n¡1 κ2,n
¢ ¢ ¢ κ3,n¡2 κ3,n¡1 κ3,n
. . . . . .

...
...

¢ ¢ ¢ ¡P¡1
n¡1G

>
n¡2Pn¡2 An¡1 Gn¡1 + κn¡1,n

¢ ¢ ¢ 0 ¡P¡1
n G>

n¡1Pn¡1 An

3
77777775
¢

The adaptive backstepping di¤eomorphism (x, ϕ̂, θ, t) Ã! (z, ~ϕ, θ, t) is
given by the smooth map z = ª(x, ϕ̂, θ, t) de…ned by (4.38) and (4.39) for
i = 2, . . . , n and ~ϕ = ϕ ¡ ϕ̂. The inverse map x = ¨(z, ~ϕ, θ, t), constructed
as

¨(z, ~ϕ, θ, t) :

8
>>><
>>>:

x1 = ψ1(¹z1, ~ϕ, θ, t) := h¡1(z1 + yd(θ))
x2 = ψ2(¹z2, ~ϕ, θ, t) := z2 + α1(ψ1(¹z1, ~ϕ, θ, t), θ, t)

...
xn = ψn(¹zn, ~ϕ, θ, t) := zn + αn¡1(ψn¡1(¹zn¡1, ~ϕ, θ, t), θ, t),

(4.65)
is bounded uniformly in (θ, t), that is, for each c 2 [0,1) there exists d 2
[0,1) such that j(z, ~ϕ)j · c ) j¨(z, ~ϕ, θ, t)j · d, 8(θ, t). This can be
recursively veri…ed by using Assumption 3.1 and the continuity assumptions
on h¡1, Gi, fi, and ©i.

The choices (4.58) and (4.59) yields the principal design equation

_Vn = ¡z>Qz + τnωs (4.66)
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which is of the form of (3.11). Rendering the term τnωs nonpositive will
result in a negative semi-de…nite derivative wich together with the corre-
sponding CLF guarantees that the maneuvering problem is solved, that
is, z(t) ! 0 as t ! 1, implying that z1(t) = y(t) ¡ yd(θ(t)) ! 0 and
_θ(t) ¡ υs(θ(t), t) ! 0.

4.2.2 Closing the loop by speed assignment designs

For the dynamic part of the control law, the design variable is ωs. Making
τnωs nonpositive in (4.66) is accomodated by one of the three choices, the
Tracking, the Gradient, or the Filtered-gradient update laws, as in Section
3.1. We summarize for the Gradient and Filtered-gradient cases.

Theorem 4.3 For the closed-loop system (4.64),

1. the Gradient update law

ωs = ¡µτn(x, ϕ̂, θ, t), µ ¸ 0, (4.67)

where τn = ¡V θ
n (ª(x, ϕ̂, θ, t)) is given by (4.62), renders the set

M = f(z, ~ϕ, θ, t) : z = 0, ~ϕ = 0g (4.68)

UGS, and limt!1 jz(t)j = 0, or

2. the Filtered-gradient update law

_ωs = ¡λ (ωs + µτn(x, ϕ̂, θ, t)) , λ, µ > 0, (4.69)

renders the set

M0 = f(z, ~ϕ,ωs, θ, t) : z = 0, ~ϕ = 0, ωs = 0g (4.70)

UGS and limt!1 j(z(t), ωs(t))j = (0, 0).

Proof. The main tool for proving this is Theorem A.18. Clearly, the Gra-
dient (or Filtered-gradient) update law renders the set M (or M0, respec-
tively), forward invariant for (4.64) (and (4.69), respectively).
1. Gradient: For each K > 0 s.t. the uniform bound j(z, ~ϕ, θ, t)jM =
j(z, ~ϕ)j · K holds, it follows from (4.65) that jxj = j¨(z, ~ϕ, θ, t)j is uni-
formly bounded. This further implies by Assumption 3.1, global invertibility
of Gi and hx1, and smoothness of h, Gi, fi, and ©i that the right-hand
side of (4.64) with ωs = ¡µτn is uniformly bounded by, say, L > 0. For
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the quadratic Lyapunov function Vn = z>Pz + 1
2 ~ϕ>¡¡1~ϕ, the derivative be-

comes _Vn · ¡z>Qz · 0. Hence, the conclusion follows from Theorem A.18
in Appendix A.
2. Filtered-gradient: For each K > 0 s.t. the uniform bound
j(z, ~ϕ,ωs, θ, t)jM0 = j(z, ~ϕ,ωs)j · K holds, it follows for the same rea-
sons as above that the right hand side of (4.64) and (4.69) is uniformly
bounded by a constant L > 0. For the quadratic Lyapunov function V =
z>Pz + 1

2 ~ϕ>¡¡1~ϕ + 1
2λµω2

s, the derivative becomes _V = ¡z>Qz ¡ 1
µω2

s · 0.
Hence, the conclusion follows from Theorem A.18 in Appendix A.

4.2.3 Passivity

Figure 4.5: Closed-loop adaptive maneuvering system with a Filtered-
Gradient update law, disregarding the _θ-dynamics.

The interconnection structure, in the case of the …ltered gradient update
law and disregarding the _θ-dynamics, is shown in Figure 4.5. As seen, the
z-subsystem is interconnected with two parallel feedback loops; the adap-
tive update law and the …ltered-gradient update law. These two loops are
separated and therefore do not explicitly a¤ect each other.

Another property indicated in Figure 4.5 is the feedback interconnection
of passive systems. The system

§1 :

8
<
:

_z = Azz + H©e21 + be22
ρn = 2©>H>Pz
τn = 2b>Pz

(4.71)
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is strictly passive with storage function U1 = z>Pz, which gives e>2 yz =
_U1 + z>Qz where e2 = col(e21, e22) is the input, yz = col(ρn, τn) is the
output, and z>Qz is the dissipation rate. For the two systems

§21 :
© _~ϕ = ¡e11 (4.72)

§22 : f _ωs = ¡λωs + λµe12, (4.73)

we have that:

² The system §21 is lossless with storage function U21 = 1
2 ~ϕ>¡¡1~ϕ. This

gives e>11~ϕ = _U21 where e11 is the input and ~ϕ is the output.

² The system §22 is strictly passive with storage function U22 = 1
2λµω2

s.

This gives e12ωs = _U22 + 1
µω2

s where e12 is the input, ωs is the output,
and 1

µω2
s is the dissipation rate.

From beforehand we have seen that the θ dynamics, concealed in this
passivity analysis, is well-behaved and that the stability and convergence
properties of the (z, ~ϕ,ωs) states are uniform in θ. Hence, standard passivity
theorems state that the feedback interconnection §1 + §21 is passive with
storage function U1 + U21 from input u1 = col(u11, u21) to output y1 =
col(~ϕ, ρn), while §1 + §22 is strictly passive with storage function U1 + U22
from input u2 = col(u12, u22) to output y2 = col(ωs, τn).

4.3 Sliding-mode design

Motivated by real world applications, and especially automatic navigation
of marine craft, there is an interest to explore other robust control design
methods to solve the Maneuvering Problem. The focus of this section is
therefore on sliding-mode techniques. Such designs are discussed in detail
in Utkin (1992); Young, Utkin and Ozguner (1999); Khalil (2002). For
marine applications, unknown hydrodynamic e¤ects are a signi…cant source
of uncertainty. Sliding-mode control thus quickly became popular for such
applications; see for example Yoerger and Slotine (1985); Healey and Lienard
(1993); Rodrigues, Tavares and Prado (1996); Zhang, Chen, Sun, Sun and
Xu (1998).

The maneuvering designs in this and the previous chapter included the
dynamic gradient algorithm. As analyzed in Section 3.4, this gradient algo-
rithm ensures minimization of an instantaneous quadratic cost function in
the error states and therefore gives improved performance. In this section
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the goal is to recover this behavior for the nominal part of the plant. A
sliding-mode control law is then proposed to ensure rapid convergence of all
states, in …nite time, to the subset of the state space where the maneuvering
objective is solved for the nominal part of the closed-loop system.

4.3.1 Motivating Example: Stabilizing the Unit Circle with
uncertain actuator dynamics

In Section 3.4.1 the problem of stabilizing the unit circle for the double
integrator was investigated. We revisit this problem for the same system,
but with uncertain actuator dynamics. In particular we consider the plant

_x1 = x2 (4.74a)

_x2 = v (4.74b)

_v = bu + δ(x, v, t) (4.74c)

where x = col(x1, x2) 2 R2 is the positional state, v is the actuator dynamics,
u 2 R is the commanded control input, b 2 [b0, b1], b0 > 0, is an uncertain
constant, and δ(x, v, t) contains uncertain dynamics. We let b̂ 2 [b0, b1] be a
nominal value for b and assume that δ(x, v, t) is bounded uniformly in t by
the continuous non-negative function ρ(x, v).

For the nominal states (x1, x2) with v as an unconstrained control input,
the task in Section 3.4.1 was stabilization of the unit circle

P :=
n
x : x>x = 1

o
(4.75)

without creating any equilibria in P. As argued in Section 3.4.1, there does
not exist any continuous or discontinuous time-invariant state feedback con-
trol that renders P GAS. Therefore, dynamic feedback was proposed to-
gether with the alternative problem of stabilizing the set A ½ P £R de…ned
as

A :=
½

(x, θ) : x = ξ(θ) =
·

ξ1(θ)
ξ2(θ)

¸
:=

·
cos θ

¡ sin θ

¸¾

for (4.74a), (4.74b), and the dynamic control state

_θ = ω(x, θ).

To design the functions ω(x, θ) and v = α(x, θ) to render A UGES, the
Hurwitz matrix

A =
·

0 1
¡k1 ¡k2

¸
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was selected together with P = P> > 0 such that A>P + PA = ¡I. Using
the control Lyapunov function (CLF)

V (x, θ) := (x ¡ ξ(θ))> P (x ¡ ξ(θ)) (4.76)

and K := [k1, k2], the functions ω and α were assigned as
ω(x, θ) = 1 ¡ µV θ(x, θ) (4.77)

α(x, θ) = ¡K(x ¡ ξ(θ)) + ξθ
2(θ) (4.78)

where V θ(x, θ) = ¡2(x¡ξ(θ))Pξθ(θ). This results in the closed-loop system

_x = A (x ¡ ξ(θ)) + ξθ(θ)
_θ = 1 ¡ µV θ(x, θ)

(4.79)

with the following properties:

P1: The set A is UGES and P £ R is uniformly globally attractive.

To verify this, we di¤erentiate (4.76) along the solutions of (4.79) and
get

_V = ¡ (x1 ¡ ξ(θ))> (x1 ¡ ξ(θ)) ¡ µV θ(x, θ)2

· ¡jx ¡ ξ(θ)j2 · ¡ 1
pM

V (x, θ), (4.80)

which implies that V (x(t), θ(t)) · V (x(0), θ(0))e¡
1

pM
t. This means that jx¡

ξ(θ)j is bounded on the maximal interval of existence, and by boundedness of
ξθ(θ) we have that V θ(x, θ) is bounded. Forward completeness then follows
from boundedness of the right-hand side of (4.79). Moreover, because ξ(θ)
is continuously di¤erentiable and ξθ(θ) is uniformly bounded by unity, ξ(θ)
is absolutely continuous and thus globally Lipschitz with Lipschitz constant
Lθ = 1. It can then be shown that

j(x, θ)jA · jx ¡ ξ(θ)j ·
p

3 j(x, θ)jA . (4.81)

This gives

j(x(t), θ(t))jA · jx(t) ¡ ξ(θ(t))j ·
r

1
pm

V (x(t), θ(t))

·
r

1
pm

V (x(0), θ(0))e¡
1

2pM
t

·
r

pM

pm
jx(0) ¡ ξ(θ(0))j e¡

1
2pM

t
(4.82)

·
r

3
pM

pm
j(x(0), θ(0))jA e¡

1
2pM

t, (4.83)
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showing that A is UGES. Furthermore, since jxjP · jx ¡ ξ(θ)j · jxjP + 2
we readily get that

jx(t)jP ·
r

pM

pm
[jx(0)jP + 2] e¡

1
2pM

t, (4.84)

showing that P £ R is uniformly globally attractive.

P2: Suppose there exists c > 0 such that jxjP · c implies θ 7! V (x, θ) has
a global minimizer which is a LAS equilibrium for

_θ = ¡V θ(x, θ)

with basin of attraction Hθ(x). Let r · c and

H(r) := f(x, θ) : jxjP · r, θ 2 Hθ(x)g.

Then for each ε > 0 and each compact set K ½ H( pm
pM

c) there exists
µ¤ such that µ ¸ µ¤ and (x(0), θ(0)) 2 K imply that

jx(t)jP ·
r

pM

pm
jx(0)jPe¡

1
2pM

t + ε (4.85)

holds for (4.79) for all t ¸ 0.

This bound was referred to as near-stability in Section 3.4.2 and quan-
ti…es the important property that if x(t) starts close to the unit circle P, it
stays close for all future time and eventually converges by (4.84).

P3: Let v = α(x, θ) + w where w is a bounded perturbation. Then the
closed-loop system

_x = A (x ¡ ξ(θ)) + ξθ(θ) + gw
_θ = 1 ¡ µV θ(x, θ)

(4.86)

with g = [0, 1]> is globally input-to-state stable (ISS) with respect
to the closed 0-invariant set A, see Appendix A.3, and the solution
(x(t), θ(t)) of (4.86) converges to the set

O (jjwjj) :=
½

(x, θ) : j(x, θ)jA · 6
r

pM

pm

pM

1 ¡ κ
jjwjj

¾
.
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To verify this, we check that (4.76) is an ISS-Lyapunov function for
(4.86). Using (4.81), we get

pm j(x, θ)j2A · V (x, θ) · 3pM j(x, θ)j2A (4.87)

and

_V · ¡j(x, θ)j2A + 2
p

3pM j(x, θ)jA jwj

· ¡κ j(x, θ)j2A , 8 j(x, θ)jA ¸ 2
p

3pM

1 ¡ κ
jwj (4.88)

where κ 2 (0, 1). Forward completeness is guaranteed by observing that
the closed-loop vector …eld (4.86) is bounded using (4.87) and (4.88) and
boundedness of ξθ(θ) and w. Hence, (4.76) is an ISS-Lyapunov function
for (4.86) with respect to A. By the above bounds it also follows that the
trajectory (x(t), θ(t)) must converge to the set

8
<
:(x, θ) : V (x, θ) · 3pM

Ã
2
p

3pM

1 ¡ κ
jjwjj

!2
9
=
;

which is contained in O(jjwjj).

We are now ready to include the actuator dynamics _v in the design. The
aim is to recover the qualitative properties of the subsystem (x, θ) as listed
above. The ISS property guarantees that if the error v ¡ α(x, θ) = w stays
bounded, then the total system will be forward complete. Furthermore, in
the set

B := f(v, x, θ) : v = α(x, θ)g (4.89)

the properties P1 and P2 are recovered. Hence, the aim is to render B
forward invariant and to force the trajectories of the total system to (rapidly)
converge to B in …nite time while keeping w = v ¡ α(x, θ) bounded.

To this end we de…ne s := v ¡ α(x, θ) and the global di¤eomorphism
(v, x, θ) 7! (s, x, θ). Di¤erentiating s gives

_s = bu + δ(x, v, t) + ϕ(v, x, θ) (4.90)

where
ϕ(v, x, θ) := ¡αx1(x, θ)x2 ¡ αx2(x, θ)v ¡ αθ(x, θ)

³
1 ¡ µV θ(x, θ)

´
.

We propose the control

u = ¡L
b̂
s ¡

µ
ks

b̂
+ σ(v, x, θ)

¶
sgn(s) ¡ 1

b̂
ϕ(v, x, θ) (4.91)
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where

σ(v, x, θ) :=
ρ(v, x)

b0
+

b1 ¡ b0
b̂b0

jϕ(v, x, θ)j

¸
¯̄
¯̄
¯
δ(x, v, t)

b
+

Ã
b̂ ¡ b
b̂b

!
ϕ(v, x, θ)

¯̄
¯̄
¯

and the signum operator sgn(¢) is the traditional sign function. Di¤erenti-
ating the Lyapunov-like function

U(s) =
1
2
s2 (4.92)

along the solutions of

_s = ¡
³
b/b̂

´
Ls ¡ b

³
ks/b̂ + σ(v, x, θ)

´
sgn(s)

+δ(x, v, t) +
³
1 ¡ b/b̂

´
ϕ(v, x, θ)

gives
_U · ¡b0

b̂
ks jsj = ¡

p
2
b0
b̂

ks
p

U. (4.93)

This inequality implies that for each initial condition s0 = js(0)j the solu-
tion1 satis…es

js(t)j · max
½

0, s0 ¡ b0
b̂

kst
¾

, 8t ¸ 0. (4.94)

This shows that s(t) is bounded, and there exists t0 2 [0, b̂s0
b0ks

] such that
s(t0) = 0, and convergence to B in …nite time is achieved. Larger gain
ks implies faster convergence. Equation (4.94) further implies that for all
s(0) 2 B ) s(t) 2 B for all t ¸ 0.

The discontinuous switching introduced by the function sgn(¢) in the con-
trol law raises some practical issues. Such switching will produce chattering
due to limitations in the control devices and the digital implementation.
To alleviate these problems, an approximate continuous implementation of
the sgn(¢) function by either a continuous saturation function or a smooth
hyperbolic function is often used Khalil (2002).

Let the signum function in the control law (4.91) be replaced by the
hyperbolic function

1 In fact, all solutions in the sense of Filippov. This is a solution concept that captures
behavior in the presence of small measurement and actuator errors, see Filippov (1988).
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ψ(s) := (1 + ε1) tanh
µ

s
ε2

¶
, (4.95)

and de…ne ε := ε2 atanh( 1
1+ε1 ) where ε1 and ε2 are small positive numbers

chosen by design. For jsj ¸ ε we have jψ(s)j ¸ jsgn(s)j . This gives _U ·
¡ b0

b̂
ks jsj for all jsj ¸ ε which implies convergence in …nite time to the

noncompact set
Bε := f(s, x, θ) : jsj · εg . (4.96)

From Property P3 and the relationship v = α(x, θ) + s where s is bounded
and converges to Bε, we get for each r > ε that the set

f(s, x, θ) : jsj · r, (x, θ) 2 O(r)g

is forward invariant. De…ne the set

Aε :=
½

(s, x, θ) : j(x, θ)jA · 6
r

pM

pm

pM

1 ¡ κ
ε
¾

.

In the state space of (s, x, θ) it follows since r is arbitrary that the trajectories
will converge to the set Aε \ Bε.

A simulation has been performed using Matlab/Simulink
TM

for the plant
(4.74) with b = 1.5 and δ(x, v, t) = sin(t)

1+x22+v2 . The bounding function was

taken as ρ(x, v) = 1 while b0 = 1, b1 = 3, and b̂ = 2. Figures 4.6, 4.7, and
4.8 show the responses for two runs using ks = 5, L = 1, ε1 = 0.1, ε2 = 0.01,
k1 = 1.0, k2 = 0.5, p11 = 26.775, p12 = 10.750, p22 = 22.100, and µ = 1.0.
Initial position was x0 = 0.9[¡

p
2
2

p
2
2 ]> (just inside the circle at the angle

225 ±). This means that V (x0, ¢) had a global minimum at θV (x0) = 225 ±, a
local minimum at θ (x0) = 73 ±, and a maximum between them at θ (x0) =
97 ±. The simulation and parameters for the nominal part of the plant are
identical to those for the simulation example in Section 3.4.1. The objective
is to verify that by forcing the error state s(t), through the system state v(t),
to converge fast enough to the set given by Bε, then the qualitative behavior
seen in the simulation in Section 3.4.1 is recovered. Indeed, Figure 4.6 shows
an almost identical response as Figure 3.2, with only a small discrepancy
near the starting time. The scenario is this: in Run 1, we let θ0 = 90 ±

which is in the basin of attraction of the local minimum. θ(t) therefore
moves towards this local minimum and causes the bad transient of x(t) as
shown. If the initial condition is changed to θ0 = 100 ± we instead get the
response shown in Run 2. Since θ0 in this case is in the basin of attraction
of the global minimum to which θ(t) rapidly converges, see Figure 4.6, the
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Figure 4.6: State responses projected into the (x1, x2) plane for two sim-
ulation runs (Run 1: dotted, Run 2: dashed) from two di¤erent initial
conditions for θ0. The solid dot indicates x0 in both runs. The small circles
indicate ξ(θ0) for θ0 = 90± in Run 1 and θ0 = 100± in Run 2.

distance to the circle P, after a small transient, is exponentially decreasing
and thus indicating near-stability. Figure 4.7 shows the responses of s(t) for
the two runs, zoomed in on the boundary layer. Figure 4.8 shows the …rst
0.5 s of the rapid convergence of v(t) ! α(x(t), θ(t)) for Run 1 only.

4.3.2 Main result

Consider the nonlinear plant

_x1 = f1(x1, x2, t) (4.97a)

_x2 = f2(x, t) + G(x)u + δ(x, u, t) (4.97b)

where x = col(x1, x2) 2 Rm+n is the state vector, u 2 Rp, p ¸ n, is the
control input, f1, f2, G, and δ are su¢ciently smooth functions where f1
and f2 are known, while G 2 Rn£p and δ are uncertain.
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Figure 4.7: Responses for s(t) in the two runs, zoomed in on the boundary
layer. The responses were nearly identical for both runs, and they clearly
indicate the rapid convergence to Bε.
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Figure 4.8: Plot showing the convergence of v(t) ! α(x(t), θ(t)) for Run 1
only. The …gure has zoomed in on the …rst 0.5 s.
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Design for the nominal part of the plant

Given a desired path ξ : R ! Rm, continuously parametrized by a variable
θ, and a desired speed assignment υs(θ, t) along the path, let the control
objective be to solve the Maneuvering Problem:

lim
t!1

jx1(t) ¡ ξ(θ(t))j = 0 (4.98a)

lim
t!1

¯̄
¯ _θ(t) ¡ υs(θ(t), t)

¯̄
¯ = 0. (4.98b)

In addition, we want to assure near-stability of the path

P := fx1 2 Rm : 9θ s.t. x1 = ξ(θ)g (4.99)

so that starting close to P implies staying close (this is a measure of perfor-
mance in path following).

It is assumed that ξ(θ) and the partial derivatives ξθ(θ) and ξθ2(θ) are
uniformly bounded in Rm, and that υs(θ, t), υθ

s(θ, t), and υt
s(θ, t) are uni-

formly bounded in (θ, t).
To this end, suppose there exist a global di¤eomorphism (x1, θ, t) 7!

(z(x1, θ), θ, t) such that z(ξ(θ), θ) = 0 and a smooth function V (x1, θ, t)
satisfying

γ1 (jzj) · V (x1, θ, t) · γ2 (jzj) (4.100)

where γ1, γ2 2 K1. Suppose further there exists a smooth function
α1(x1, θ, t) such that for a bounded perturbation w, the system

_x1 = f1 (x1, α1(x1, θ, t) + w, t)
_θ = υs(θ, t) ¡ µV θ(x1, θ, t)

(4.101)

is forward complete, and V satis…es

V x1(x1, θ, t)f1(x1, α1(x1, θ, t) + w, t) (4.102)

+ V θ(x1, θ, t)υs(θ, t) + V t(x1, θ, t) · ¡γ3(jzj), 8 jzj ¸ γ4 (jwj)

where γ3 2 K and γ4 2 K1. The bounds (4.100) and (4.102) imply the
existence of β 2 KL and χ 2 K such that

jz(t)j · β (jz(t0)j , t ¡ t0) + χ (kwk) , 8t ¸ t0 ¸ 0, (4.103)

which shows that the system (4.101) is ISS (see Sontag and Wang (1996)
and Lin et al. (1995)) with respect to the closed 0-invariant set

A := f(x1, θ, t) : z(x1, θ) = 0g . (4.104)
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Many designs methods producing the functions α1 and V can be applied
depending on the nature of the plant. The motivational example illustrated
one such design, whereas the backstepping designs in the previous sections
showed a more general method to satisfy the above conditions. To proceed,
we merely assume the existence of z, α1, and V.

The objective next is to design a control law that will drive x2(t) rapidly
to the manifold in the state space where the function α1(x1, θ, t) solves the
Maneuvering Problem for the subsystem (x1, θ, t).

Structural assumption on G(x) : The general case

Assume there exist a known matrix H(x) 2 Rp£n, a constant c > 0, and a
continuous nonnegative function ρ(x) such that

G(x)H(x) + H(x)>G(x)> ¸ cI, 8x, (4.105)

jδ(x, u, t)j · ρ(x), 8(x, u, t). (4.106)

We then have the theorem:

Theorem 4.4 Suppose the smooth functions α1(x1, θ, t) and V (x1, θ, t)
solves the Maneuvering Problem (4.98a) and (4.98b) for

_x1 = f1(x1, α1(x1, θ, t), t) (4.107)

according to the conditions in (4.100) and (4.102). Let

ϕ(x, θ, t) := f2(x, t) ¡ αt
1(x1, θ, t) ¡ αx1

1 (x1, θ, t)f1(x1, x2, t)
¡αθ

1(x1, θ, t)
¡
υs(θ, t) ¡ µV θ(x1, θ, t)

¢

α2(x, θ, t) := ¡L(x)s ¡ σ(x)H(x)ª1(s)

and
ª1(s) :=

s
max fjsj , εg (4.108)

where ε is a small positive number chosen by design, L(x) and H(x) both
satisfy (4.105) with cL > 0 and cH > 0, respectively, and

s := x2 ¡ α1(x1, θ, t),
σ(x) := 1

cH
(ks + 2 jϕ(x, θ, t)j + 2ρ(x)) , ks > 0.

Using the control law

u = α2(x, θ, t) (4.109)
_θ = υs(θ, t) ¡ µV θ(x1, θ, t), (4.110)
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then, for all initial conditions (s(t0), z(t0), θ(t0), t0) 2 Rm+n £ R £ R¸0, the
corresponding trajectories (s(t), z(t), θ(t), t) will exist on [t0, 1) and reach
the forward invariant set

Bε := f(s, z, θ, t) : jsj · εg

within the time interval [t0, t0 + 2
ks

(js(t0)j ¡ ε)]. This implies convergence to
the forward invariant set Aε \ Bε where

Aε :=
©
(s, z, θ, t) : jzj · γ¡11 (γ2 (γ4(ε)))

ª
.

Proof. To save space, we leave out the argument lists where convenient.
Di¤erentiating s with u = α2(x, θ, t) gives

_s = ¡GLs ¡ σGH
s

max fjsj , εg + ϕ + δ. (4.111)

De…ne the Lyapunov-like function U := s>s. Its derivative along the solu-
tions of (4.111) becomes

_U = ¡s>
£
GL + L>G>¤

s ¡ σ
jsjs

> £
GH + H>G>¤

s
+2s> (ϕ + δ) , 8 jsj ¸ ε

· ¡cL jsj2 ¡ cHσ(x) jsj + 2 jsj (jϕ(x, θ, t)j + ρ(x))
< ¡ks jsj , 8 jsj ¸ ε.

This implies that

js(t)j · max
½

ε, js(t0)j ¡ ks

2
(t ¡ t0)

¾
, 8t ¸ t0 (4.112)

so that Bε is forward invariant and there exists t0 2 [t0, t0 + 2
ks

(js(t0)j ¡
ε)] for which s(t0) · ε and convergence in …nite time to Bε is achieved.
Moreover, because js(t)j · max fε, js(t0)jg , 8t ¸ t0, we get by construction
of α1(x1, θ, t),

_x1 = f1 (x1, α1(x1, θ, t) + s, t) , (4.113)

and (4.103) that the solution z(t) is bounded for all t ¸ t0. It follows
by the assumptions and the above Lyapunov arguments that the trajectory
(s(t), z(t), θ(t), t) exist on [t0,1) so that the closed-loop system is forward
complete. Since Bε is forward invariant it follows from ISS of (4.101) with
respect to A, see Lin et al. (1995), that if there exists t1 ¸ t0 such that
(s(t1), z(t1), θ(t1), t1) 2 Aε \ Bε then (s(t), z(t), θ(t), t) 2 Aε \ Bε for all
t ¸ t1. Convergence to Aε \ Bε for any initial condition is a consequence of
convergence in …nite time to Bε and subsequent convergence to Aε.
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Remark 4.1 If G(x) is known and satis…es
¯̄
¯w>G(x)G(x)>w

¯̄
¯ ¸ c0, 8x, jwj = 1 (4.114)

for some c0 > 0, then two choices for H(x) are imminent:

1. H(x) = WG(x)> (4.115)

2. H(x) = W¡1G(x)>
³
G(x)W¡1G(x)>

´¡1
. (4.116)

The matrix W = W> > 0 is a gain matrix in the …rst case. In the second
case, W = W> > 0 is a control allocation weight matrix, and H(x) is
recognized as the generalized pseudo-inverse.

Remark 4.2 The function (4.108) is a vector version of the continuous
‘saturation-type’ approximation to the sign function as described by Khalil
(2002). The advantage with this function is that it maintains the direction
of s, thus making it possible to apply (4.105). Another alternative is to use
the smooth approximation

ª2(s) := col (ψ(s1), ψ(s2), . . . , ψ(sn)) (4.117)

where ψ(si) is de…ned in (4.95). However, (4.117) is not directly applicable
to the general case since it does not maintain the direction of s. In the special
case when G(x) is known, (4.117) can be utilized because H(x) can then be
taken as the generalized pseudo-inverse (4.116) so that G(x)H(x) = I.

Structural assumption on G(x) : A special case

Suppose, instead of (4.105), there exist a known matrix H(x) 2 Rp£n and a
constant c > 0 such that the uncertain matrix G(x) satis…es:

s>1 G(x)H(x)s2 ¸ c js1j js2j > 0 (4.118)

for all s1, s2 whose components have the same sign. A su¢cient condition
for (4.118) is that G(x)H(x) is diagonal, positive de…nite. The structural
assumption (4.118) is a special case of (4.105). Indeed, take s1 = s2 = s 2
Rn so that (4.118) gives

s>G(x)H(x)s =
1
2
s>

h
G(x)H(x) + H(x)>G(x)>

i
s ¸ c jsj2

) G(x)H(x) + H(x)>G(x)> ¸ 2cI
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implying that (4.105) holds.
In the case (4.118) holds we can apply the control law (4.110) and

u = ¡L(x)s ¡ σ(x)H(x)ª2(s) (4.119)

where L(x) and H(x) both satisfy (4.118) with cL > 0 and cH > 0, respec-
tively,

σ(x) :=
p

n
cH

(ks + jϕ(x, θ, t)j + ρ(x)) , ks > 0, (4.120)

and ª2(¢) is the smooth function (4.117) with

ψ(si) := (1 + ε1) tanh
µ

si

ε2

¶
(4.121)

where ε1 and ε2 are small positive numbers chosen by design. With ε =
ε2 atanh( 1

1+ε1 ) we have the following lemma:

Lemma 4.5 For each s 2 Rn such that jsj ¸ p
nε it holds for (4.117) that

1p
n jsj · s>ª2(s) · jsj jª2(s)j .

Proof. From the equivalence between the 2-norm and the 1-norm we
get jsj ¸ p

nε ) jsj1 ¸ ε. Let si correspond to the “largest” element in
s such that jsj1 = jsij . Then s>ª2(s) = s1ψ(s1) + . . . + siψ(si) + . . . +
snψ(sn) ¸ jsij = jsj1 ¸ 1p

n jsj .

Di¤erentiating U = 1
2s
>s along the solutions of

_s = ¡G(x)L(x)s ¡ σ(x)G(x)H(x)ª2(s) + ϕ + δ

gives

_U = ¡s>GLs ¡ σs>GHª2(s) + s> (ϕ + δ)

· ¡cL jsj2 ¡ cHσ jsj jª2(s)j + jsj jϕ + δj

· ¡cL jsj2 ¡ jsj
µ

cHp
n

σ ¡ jϕj ¡ ρ
¶

, 8 jsj ¸ p
nε,

< ¡ks jsj , 8 jsj ¸ p
nε,

where (4.106), (4.118), and Lemma 4.5 were applied. The above bound
implies that

js(t)j · max
©p

nε, js(t0)j ¡ ks(t ¡ t0)
ª

, 8t ¸ t0,
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and in conclusion we then have that for all initial conditions (s(t0), z(t0),
θ(t0), t0) 2 Rm+n£R£R¸0, the corresponding trajectories (s(t), z(t), θ(t), t)
will exist on [t0, 1) and converge to the forward invariant set A0

ε \B0ε where

A0
ε :=

©
(s, z, θ, t) : jzj · γ¡11

¡
γ2

¡
γ4(

p
nε)

¢¢ª
,

B0ε :=
©
(s, z, θ, t) : jsj · p

nε
ª

.

It was shown in this section that if the maneuvering problem can be
solved for the nominal part of the plant, then using sliding-mode techniques
the maneuvering problem can be solved for the overall plant. This was ob-
tained by forcing the states of the closed-loop system to rapidly converge
to the manifold of the state space where the maneuvering objective was
solved for the nominal states, in spite of modeling uncertainties. Indeed,
the closed-loop maneuvering system for the nominal part of the plant con-
tains all ingredients necessary to achieve this result. In particular the ISS
property with respect to the desired noncompact set played a major role in
the stability analysis.
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Chapter 5

Maneuvering designs for
ships with experimental
results

In this chapter three maneuvering designs for fully actuated
ships are treated:
(i) Adaptive maneuvering - application of the adaptive

backstepping procedure presented in Section 4.2.
(ii) Sliding-mode maneuvering - application of the sliding-

mode maneuvering theory presented in Section 4.3.
(iii) Nonlinear PID maneuvering - based on the work by

Lindegaard (2003).
All designs are thoroughly detailed and experimentally tested

using the model ship CyberShip II in the Marine Cybernet-
ics Laboratory in Trondheim. The main publications resulting
from this work is Skjetne (2003), Skjetne, Smogeli and Fossen
(2004a,b), and Skjetne et al. (2005).

5.1 A brief historic ‡ashback

Automatic steering of ships started with the invention of the gyrocompass.
Based on the earlier developed gyroscope, Dr. Anschütz-Kaempfe (1872-
1931) patented the …rst north seeking gyrocompass in 1908. This work
had attracted considerable attention from engineers around the world, and
already the same year Elmer Sperry (1860-1930) introduced the …rst ballistic
gyrocompass which subsequently was patented in 1911; see Fossen (2002);
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Bennet (1979); Sperry Marine (2004). Soon thereafter, Sperry designed an
automatic pilot, the gyropilot, for automatic steering of ships. This was …rst
commercially available in 1922, and it “had been christened ‘Metal-Mike’ by
the o¢cers of the ship Mo¤ett, . . . , and the performance of ‘Metal-Mike’
seemed uncanny to many because it apparently had built into the ‘intuition’
of an experienced helmsman” (Bennet; 1979).

The ‘intuition’ of a helmsman included proportional action as well as
predictive action and the ability to remove o¤sets with respect to the heading
error. This gave way to the three-term control law, today referred to as a
Proportional-Integral-Derivative (PID) control, which was …rst theoretically
analyzed by Nicholas Minorsky (1885-1970); see Minorsky (1922).

The gyropilot, today known as a conventional autopilot, is a single-input
single-output (SISO) control system where the heading, measured by the
gyrocompass, is regulated to a desired heading by corrective action of the
rudder. The new features of the autopilot today is, on the one hand, more
advanced control techniques including wave …ltering, adaptation to vary-
ing conditions, optimal control techniques, H2 and H1 control, etc. On
the other hand, it includes new agorithms such as line-of-sight (LOS) algo-
rithms to eliminate cross-track positional errors, course-changing algorithms,
weather routing to avoid ‘bad’ weather regions, collision avoidance, and ren-
dezvous maneuvering capabilities.

In spite of the relatively simple ship model the autopilot controller is
based on, it has had great success for many years. However, with the intro-
duction of new measurement systems, in particular the Global Positioning
System (GPS), and the need to perform more advanced maneuvers with
a ship, motivated creative thinking which opened new possibilities and di-
rections of research. Preeminently, this resulted in dynamical positioning
(DP) systems which were …rst designed in the 1960s by three decoupled lin-
ear PID controllers and later using LQG techniques (Balchen, Jensen and
Sælid; 1976). In recent years, nonlinear techniques have been applied by e.g.
Strand (1999) and Lindegaard (2003). A further extension was the weather
optimal positioning control (WOPC) system, proposed by Fossen and Strand
(2001), which will automatically point the ship against the resultant envi-
ronmental ‘weather’ force to minimize fuel consumption in station-keeping.

The dynamic equations of motion for a ship have, in the marine research
community, evolved from two main directions calledmaneuvering theory and
seekeeping theory. In maneuvering theory it is common to assume that the
ship is moving in restricted calm water (zero-frequency assumption), for in-
stance, in sheltered waters or in a harbor. Seakeeping analysis, on the other
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hand, refers to the motions of a vessel at all frequencies in waves, usually
at a …xed speed and heading (including station-keeping at zero speed), in a
sinusoidal, irregular, or random seaway; see Bishop and Price (1981); Bailey,
Price and P. (1998); Fossen and Smogeli (2004); Fossen (2005). Maneuver-
ing theory in this context is maritime language and should be distinguished
from the Maneuvering Problem, which in this thesis is a control technical
problem statement valid for any feasible control application. To make the
confusion complete, in this chapter we will use maneuvering theory ship
models (not seakeeping models) and present di¤erent maneuvering control
laws with experimental results for CyberShip II.

5.2 CyberShip II

Figure 5.1: A picture of CyberShip II in the Marine Cybernetics Laboratory
(MCLab) at NTNU.

The case study of maneuvering the model ship called CyberShip II (CS2)
along a desired path is used to illustrate and experimentally test the di¤erent
maneuvering control designs in this chapter. CS2 is a 1:70 scale replica of
a supply ship. Its mass is m = 23.8kg, its length is LCS2 = 1.255m, and
its breadth is BCS2 = 0.29m. It is fully actuated with two main propellers
and two rudders aft, and one bow thruster. It is further equipped with a
PC104-bus driven by a QNX

R°
real-time operating system which controls the

internal hardware achitecture and communicates with onshore computers
through a WLAN in the Marine Cybernetics Laboratory (MCLab). To
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facilitate real-time feedback control of the ship, Opal RT-Lab
R°
is used for

rapid prototyping of a desired control structure programmed in Matlab
R°

and Simulink
R°. For execution of the experiment, a LabVIEW

R°
interface

has been developed for commanding and monitoring the ship.
The MCLab is a Marie Curie EU training site for testing of ships, rigs,

underwater vehicles, and propulsion systems in Trondheim, Norway. It is
equipped with a towing carriage, a wave maker system, and a measurement
system that provides accurate position and attitude measurements.

All maneuvering control designs in this thesis are based on full state
feedback. However, since measurements for CyberShip II are only position
and attitude, some observer (Skjetne and Shim; 2001) or …lter is necessary to
estimate velocities and angular rates. Fossen and Strand (1999) developed
a passive observer that is valid for slow speed vessels such as CyberShip
II. This observer has shown to be easy to tune and robust with respect
to disturbances and unmodeled dynamics. Moreover, Loría, Fossen and
Panteley (2000) showed for this observer that the separation principle holds.
In the experiments for CyberShip II the blanket assumption was thus made
that full state measurements were available, while in reality the passive
observer was used to provide these.

5.2.1 Ship model

Let η = [x, y, ψ]> be the 3 DOF position (x, y) and heading (ψ) of the ship
in an Earth-…xed inertial frame, and let ν = [u, v, r]> be the correspond-
ing linear velocities (u, v) - called surge and sway - and angular rate (r) -
called yaw - in the body-…xed frame. According to Fossen (2002); see also
Appendix B, the dynamic model of the ship is

_η = R(ψ)ν
M _ν = f ¡ C(ν)ν ¡ D(ν)ν + R(ψ)>b. (5.1)

The vector b = [b1, b2, b3]>, _b = 0, represents a constant (or slowly-varying)
unknown bias due to external environmental forces. R(¢) is the 3 DOF
rotation matrix with the properties that R(ψ)>R(ψ) = I, kR(ψ)k = 1 for
all ψ, and d

dtfR(ψ)g = _ψR(ψ)S where

R(ψ) :=

2
4

cosψ ¡ sinψ 0
sinψ cosψ 0

0 0 1

3
5 , S :=

2
4

0 ¡1 0
1 0 0
0 0 0

3
5
¢
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The system inertia matrix M = M> > 0 is

M =

2
4

m ¡ X _u 0 0
0 m ¡ Y _v mxg ¡ Y _r
0 mxg ¡ N _v Iz ¡ N _r

3
5

where Y _r = N _v, the skew-symmetric matrix of Coriolis and centripetal terms
is

C(ν) =

2
4

0 0 c13(ν)
0 0 c23(ν)

¡c13(ν) ¡c23(ν) 0

3
5

where c13(ν) = ¡(m¡Y _v)v ¡ (mxg ¡Y _r)r and c23(ν) = (m¡X _u)u, and the
nonlinear damping matrix is

D(ν) =

2
4

d11(ν) 0 0
0 d22(ν) d23(ν)
0 d32(ν) d33(ν)

3
5

where d11(ν) = ¡Xu ¡ Xjujujuj ¡ Xuuuu2, d22(ν) = ¡Yv ¡ Yjvjvjvj ¡ Yjrjvjrj,
d23(ν) = ¡Yr ¡ Yjvjrjvj ¡ Yjrjrjrj, d32(ν) = ¡Nv ¡ Njvjvjvj ¡ Njrjvjrj, and
d33(ν) = ¡Nr ¡ Njvjrjvj ¡ Njrjrjrj. The coe¢cients fX(¢), Y(¢), N(¢)g are hy-
drodynamic parameters according to the notation of The Society of Naval
Architects and Marine Engineers (1950); see also Clarke (2003).

The coe¢cients in M (and therefore C(ν)) are determined quite accu-
rately using semi-empirical methods, hydrodynamic computation programs,
or system identi…cation. These have, however, been roughly estimated be-
forehand by Lindegaard (2003) for CS2 by using system identi…cation proce-
dures. The main di¢culty is to …nd the coe¢cients in the damping matrix.
By towing CS2 at di¤erent speeds in di¤erent directions and measuring the
corresponding drag forces, about half of these parameters have been iden-
ti…ed; see Appendix B for details. The numerical values for all identi…ed
parameters are shown in Table 5.1. The remaining parameters are in the
designs of this chapter dealt with by robust control techniques.

Table 5.1: A priori identi…ed parameters for CS2
m 23.8000 Y _v -10.0 Xu -0.7225 Yjvjv -36.2823
Iz 1.7600 Y _r - 0.0 Xjuju -1.3274 Yr 0.1079
xg 0.0460 N _v - 0.0 Xuuu -5.8664 Nv 0.1052
X _u - 2.0 N _r - 1.0 Yv -0.8612 Njvjv 5.0437
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The input f = [fu, fv, fr]> of generalized control forces and moments1

is for CS2 related to the propeller revolutions n = (n1, n2, n3) and rudder
angles δ = (δ1, δ2) through a nonlinear mapping

f = Bfact(ν, n, δ)

where B 2 R3£5 is an actuator con…guration matrix and fact : R3 £ R3 £
[¡π, π)2 ! R5 is a function that for each velocity ν relates the actuator
set-points (n, δ) to a vector of forces. Finding optimal actuator set-points
(n, δ) for each commanded force f is called control allocation (Johansen,
Fuglseth, Tøndel and Fossen; 2003; Johansen, Fossen and Tøndel; 2005;
Johansen, Fossen and Berge; 2004). For CS2 this has been developed by
Lindegaard and Fossen (2003), and our control input is therefore f for which
the saturation limits are approximately jfuj, jfvj · 2.0N, and jfrj · 1.5Nm.

5.2.2 Problem statement

The main task is to converge to and follow the desired path

ηd (θ) =
£

xd(θ), yd(θ), ψd(θ)
¤>

(5.2)

continuously parametrized by the path variable θ. In all experiments, the
desired path will be an ellipsoid with heading along the tangent vector,
that is, xd(θ) = 6 + 5cos( π

180θ), yd(θ) = ¡0.5 + 2.5 sin( π
180θ), and ψd(θ) =

arctan( yθ
d(θ)

xθ
d(θ)

).
The secondary task is to satisfy a desired dynamic behavior along the

path, given as a desired surge velocity ud(t) that must be adjustable online
by the operator. This is solved according to the relationship

ud (t) =
q

xθ
d(θ(t))2 + yθ

d(θ(t))2 _θ(t)

which gives the speed assignment υs(θ, t) for _θ according to

υs(θ, t) = ud(t)p
xθ

d(θ)
2+yθ

d(θ)
2

υθ
s(θ, t) =

¡
[
xθ

d(θ)x
θ2
d (θ)+yθ

d(θ)y
θ2
d (θ)

]

[xθ
d(θ)

2+yθ
d(θ)

2]3/2 ud(t)

υt
s(θ, t) = _ud(t)p

xθ
d(θ)

2+yθ
d(θ)

2
.

(5.3)

This motivates the following maneuvering problem:
1Usually, τ is used to denote the input generalized forces and moments according to

the notation of Fossen (1994, 2002). However, not to confuse it with the (maneuvering)
tuning function we use f instead.
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1. Geometric Task: For any continuous function θ(t), force the ship to
converge to and follow the desired path:

lim
t!1

jη(t) ¡ ηd(θ(t))j = 0. (5.4)

2. Dynamic Task: Force the path speed _θ to converge to the desired
speed assignment υs(θ, t):

lim
t!1

¯̄
¯ _θ(t) ¡ υs(θ(t), t)

¯̄
¯ = 0. (5.5)

Additionally, all states must be bounded. Since the ship is fully actuated,
both tasks are (trivially) feasible; see Section 2.3. However, a saturation
constraint on the propeller forces may place some limitation on the speed
assignment.

Assumption 5.1 To satisfy Assumption 3.1 we impose the following con-
straints:

1. The path functions (xd(θ), yd(θ)) 2 C3 and their three …rst partial
derivatives are uniformly bounded with respect to θ.

2. The desired surge velocity ud(t) 2 C1 and its derivative _ud(t) are uni-
formly bounded in t.

5.3 Adaptive maneuvering of ships

For CS2 the uncertain (non-identi…ed) constant parameter vector is ϕ :=
[Yjrjv, Yjvjr, Yjrjr, Njrjv, Nr, Njvjr, Njrjr, b1, b2, b3]> 2 R10, and the ship
dynamic equations (5.1) are rewritten as

_η = R(ψ)ν
M _ν = f ¡ C(ν)ν + κ(ν) + ©(η, ν)ϕ (5.6)

where κ(ν) is the known part of ¡D(ν)ν and

©(η, ν) :=

2
4

0 0 0 0 0 0 0 cosψ sinψ 0
jrj v jvj r jrj r 0 0 0 0 ¡ sinψ cosψ 0
0 0 0 jrj v r jvj r jrj r 0 0 1

3
5

is the regressor matrix so that κ(ν) + ©(η, ν)ϕ = R(ψ)>b ¡ D(ν)ν. Pre-
multiplying by M¡1, the model (5.6) is in parametric strict feedback form
according to Section 4.2.
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The explicit time dependence of t 7! υs(θ, t), for all t ¸ t0, will make the
closed-loop system time-varying. As shown in Section 1.4.2 and Appendix
A.2, such a time-varying case can be subsumed into a time-invariant frame-
work by treating time as an additional state with its own dynamics. For
clarity, for this purpose we can use the variable p, that is, the extended-
state dynamic system will be composed of (5.6) and

_p = 1, p(0) = t0. (5.7)

Correspondingly, the (internal) time variable for the new extended-state
system will be denoted, as usual, by t with initial time t = 0. Notice that,
in particular, p(t) = t + t0 for all t ¸ 0 and consequently υs(¢, p) conforms
to (5.5) for each p ¸ t0 and each corresponding t ¸ 0.

This state augmentation guarantees that in the space of (η, ν, ϕ̂, θ, p) 2
R3£R3£R10£R£R¸0 the closed-loop system possesses a globally attractive
manifold, where ϕ̂ is the dynamic estimate of ϕ. The expression for the
desired manifold is obtained by di¤erentiating η = ηd(θ) along the solutions
of (5.6) with _θ = υs(θ, p), which gives

E :=
n
η = ηd(θ), ν = R (ψd(θ))

> ηθ
d(θ)υs(θ, p)

o
. (5.8)

Clearly, every solution in E satis…es the Geometric Task (5.4). To see that
it also satis…es the Dynamic Task (5.5), we di¤erentiate ηd(θ) ´ η to get
ηθ

d(θ) _θ = _η = R(ψ)ν = R(ψd(θ))R (ψd(θ))
> ηθ

d(θ)υs(θ, p) = ηθ
d(θ)υs(θ, p)

which holds for all (θ, p) and thus shows2 that _θ = υs(θ, p) in E .
Since the manifold E is unbounded in the directions of θ and p, the ma-

neuvering problem is recast in the framework of set-stability for closed, non-
compact, forward invariant sets. Denoting ~ϕ := ϕ¡ ϕ̂ the error between the
parameter vector ϕ and its estimate ϕ̂, the adaptive backstepping procedure
presented in the next section will recursively construct a global di¤eomor-
phism into new error coordinates z = col(z1, z2) 2 R6, z = ª(η, ν, θ, p),
such that z = 0 if and only if (η, ν, ϕ̂, θ, p) 2 E. By including the constraint
~ϕ = 0, the desired set then becomes the closed, noncompact subset, M ½ E,
given as

M := f(η, ν, ϕ̂, θ, p) : ª(η, ν, θ, p) = 0, ϕ̂ ¡ ϕ = 0g. (5.9)

The resulting control law presented in the next section will ensure global
attractivity of E, while rendering M UGS according to De…nition A.8. We
will use p to represent the explicit time only in the analysis parts of this
section, while in the following design section we use t directly.

2Except for the case ηθ
d(θ) ´ 0 when the path ηd(θ) is reduced to a …xed point.
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5.3.1 Control design

The design follows the recursive procedure presented in Section 4.2.
Step 1: De…ne the error variables

z1(η, θ) := R(ψ)> (η ¡ ηd(θ)) (5.10)

z2(ν, η, θ, t) := ν ¡ α1(η, θ, t) (5.11)

ωs( _θ, θ, t) := υs(θ, t) ¡ _θ (5.12)

~ϕ := ϕ ¡ ϕ̂, (5.13)

where ϕ̂ is the parameter estimate and α1 is a virtual control to be speci…ed
later. Observe that z1 is decomposed in the body-…xed ship frame. This
means that the controller gains will not depend on the ship heading, a
common trick in vessel control (Lindegaard and Fossen; 2003) used to aid
the tuning process. Di¤erentiating (5.10) with respect to time yields

_z1 = _R(ψ)> (η ¡ ηd(θ)) + R(ψ)>
³

_η ¡ ηθ
d(θ) _θ

´

= ¡rSz1 + z2 + α1 ¡ R(ψ)>ηθ
d(θ) _θ (5.14)

where we used R(ψ)>R(ψ) = I and _R(ψ) = rR(ψ)S. De…ne the …rst control
Lyapunov function (CLF) as

V1(z1) :=
1
2
z>1 z1 (5.15)

whose time derivative becomes

_V1 = z>1
h
α1 ¡ R(ψ)>ηθ

dυs

i
+ z>1 z2 + z>1 R(ψ)>ηθ

dωs

due to skew-symmety of S = ¡S>, giving z>1 Sz1 = 0, 8z1. With the virtual
control law

α1 = α1(η, θ, t) = ¡Kpz1 + R(ψ)>ηθ
d(θ)υs(θ, t), (5.16)

where Kp = K>
p > 0, and the …rst tuning function

τ1(η, θ) := z>1 R(ψ)>ηθ
d(θ), (5.17)

the result of Step 1 becomes

_z1 = ¡Kpz1 ¡ rSz1 + z2 + R(ψ)>ηθ
d(θ)ωs (5.18)

_V1 = ¡z>1 Kpz1 + z>1 z2 + τ1ωs (5.19)
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leaving the terms containing z2 and ωs for the next step. To aid the next
step, let

_α1 =: σ1 + αθ
1
_θ (5.20)

σ1 = ¡Kp (ν ¡ rSz1) ¡ rSR(r)>ηθ
d(θ)υs(θ, t) + R(ψ)>ηθ

d(θ)υ
t
s(θ, t)

αθ
1 = KpR(ψ)>ηθ

d(θ) + R(ψ)>[ηθ2
d (θ)υs(θ, t) + ηθ

d(θ)υ
θ
s(θ, t)].

Step 2: Di¤erentiating (5.11) with respect to time yields

M _z2 = M _ν ¡ M _α1 (5.21)

= f ¡ C(ν)ν + κ(ν) + ©(η, ν)ϕ ¡ Mσ1 ¡ Mαθ
1
_θ

where M = M> > 0. Let ¡ = ¡> > 0 and de…ne the second CLF

V2(z1, z2, ~ϕ) := V1(z1) +
1
2
z>2 Mz2 +

1
2

~ϕ>¡¡1~ϕ (5.22)

whose time derivative is

_V2 = _V1 + z>2 M _z2 ¡ ~ϕ>¡¡1 _̂ϕ
= ¡z>1 Kpz1 +

¡
τ1 + z>2 Mαθ

1
¢
ωs + ~ϕ>[©>z2 ¡ ¡¡1 _̂ϕ]

+z>2 [z1 + f ¡ Cν + κ + ©ϕ̂ ¡ Mσ1 ¡ Mαθ
1υs]

where ρ2(η, ν, θ, t) := ©(η, ν)>z2(ν, η, θ, t) is recognized as the adaptive tun-
ing function (Krstíc et al.; 1995). The static part of the control law and the
adaptive update law for ϕ̂ are then designed as

f = α2(η, ν, ϕ̂, θ, t) (5.23)

= ¡z1 ¡ Kdz2 + Cα1 ¡ κ ¡ ©ϕ̂ + Mσ1 + Mαθ
1υs

_̂ϕ = ¡ρ2(η, ν, θ, t) = ¡©(η, ν)>z2 (5.24)

where Kd = K>
d > 0. De…ning the second tuning function

τ2(η, ν, θ, t) := τ1(η, θ) + z2(η, ν, θ, t)>Mαθ
1(η, θ, t) (5.25)

= ηθ
d(θ)>R(ψ)z1(η, θ) + αθ

1(η, θ, t)>Mz2(ν, η, θ, t)

and taking into account z>2 C(ν)z2 = 0, 8z2, we get

_V2 = ¡z>1 Kpz1 ¡ z>2 Kdz2 + τ2ωs. (5.26)
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The global di¤eomorphism

(η, ν, ϕ̂, θ, t) 7! (z1, z2, ~ϕ, θ, t)

is now explicitly given by ~ϕ = ϕ ¡ ϕ̂ and z = ª(η, ν, θ, t), where

ª(η, ν, θ, t) :=
·

R(ψ)> (η ¡ ηd(θ))
KpR(ψ)> (η ¡ ηd(θ)) + ν ¡ R(ψ)>ηθ

d(θ)υs(θ, t)

¸
(5.27)

is bounded in (θ, t) by Assumption 5.1. The resulting closed-loop system
becomes

_z = Az(ν)z + g(η, θ, t)ωs + H©(η, ν)~ϕ
_~ϕ = ¡©(η, ν)>MH>z
_θ = υs(θ, t) ¡ ωs

(5.28)

where

Az(ν) :=
·

¡Kp ¡ rS I
¡M¡1 ¡M¡1 (Kd + C(ν))

¸
(5.29)

g(η, θ, t) :=
·

R(ψ)>ηθ
d(θ)

αθ
1(η, θ, t)

¸
, H :=

·
0

M¡1

¸
. (5.30)

Rendering τ2ωs · 0 in (5.26) will …nalize the design according to the
following theorem:

Theorem 5.2 For the closed-loop system (5.28), every continuous function
ωs = ω(η, ν, ϕ̂, θ, t), bounded in (θ, t), such that

(i) ωs = 0 for all (η, ν, ϕ̂, θ, t) 2 E,
(ii) τ2(η(t), ν(t), θ(t), t)ωs(t) · 0, 8t ¸ t0 ¸ 0,

renders E in (5.8) globally attractive and M in (5.9) UGS.
Proof. Let _p = 1, p(0) = t0 s.t. p(t) = t + t0. For the set (5.9), rewritten
as

M := f(z, ~ϕ, θ, p) 2 R6 £ R10 £ R £ R¸0 : z = 0, ~ϕ = 0g,
the distance function is j(z, ~ϕ, θ, p)jM = j(z, ~ϕ)j. Since M ½ E we have
that ωs = 0 in M, and thus M is forward invariant for (5.28). Fur-
thermore, (5.22) and (5.26) with τ2ωs · 0 satisfy (A.36), (A.37) with
α1 := c1j(z, ~ϕ)j2, α2 := c2j(z, ~ϕ)j2, and α3 := c3jzj2, where c1 := 1

2 minf1,
λmin(M), λmin(¡¡1)g, c2 := 1

2 maxf1, λmax(M), λmax(¡¡1)g, and c3 :=
minf1, λmin(Kp), λmin(Kd)g. Now, for each …nite K > 0 such that
j(z, ~ϕ, θ, p)jM = j(z, ~ϕ)j · K, it follows by Assumption 5.1 and (5.13),
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Table 5.2: Closed-loop in the adaptive ship maneuvering system
Plant :

_η = R(ψ)ν
M _ν = f ¡ C(ν)ν + κ(ν) + ©(η, ν)ϕ
input: ffg output: fη, νg

Control :
_ω = ¡λω ¡ λµ

£
z>1 R(ψ)>ηθ

d + z>2 Mαθ
1
¤
, µ, λ > 0

_θ = υs(θ) ¡ ωs

ωs =
½ ¡µ

£
z>1 R(ψ)>ηθ

d + z>2 Mαθ
1
¤
, µ ¸ 0, Gradient

ω, Filtered-gradient
_̂ϕ = ¡©(η, ν)>z2
f = ¡z1 ¡ Kdz2 + C(ν)α1 ¡ κ ¡ ©ϕ̂ + Mσ1 + Mαθ

1υs

input:
n
η, ν, ηd(θ), ηθ

d(θ), η
θ2
d (θ), υs(θ, t), υθ

s(θ, t), υt
s(θ, t)

o

output: ff, θg
Guidance :
input: fθ, ud(t), _ud(t)g
output:

n
ηd(θ), ηθ

d(θ), η
θ2
d (θ), υs(θ, t), υθ

s(θ, t), υt
s(θ, t)

o

(5.27) that (η, ν, ϕ̂), and ωs by continuity, are bounded. Hence, there ex-
ists, for each K, an upper bound L > 0 on the right-hand side of (5.28).
By Theorem A.18 it follows that M is UGS with respect to (5.28), and
α3(j(z(t), ~ϕ(t), θ(t), p(t))jM) = c3jz(t)j2 ! 0 as t ! 1 shows that E is
globally attractive.

5.3.2 Closed-loop system

To satisfy Theorem 5.2, either the tracking update law ωs = 0 or the gra-
dient update law ωs = ¡µτ2, µ ¸ 0, for which it is veri…ed that τ2 =
¡V θ

2 (ª(η, ν, θ, t), ~ϕ), can be applied as shown in the previous chapters.
Optionally, the …ltered-gradient update law can be applied, using _ωs =
¡λωs ¡λµτ2 with µ, λ > 0. The resulting closed-loop system is summarized
in Table 5.2.

5.3.3 Experimental results

In the following we report the results of two experiments performed in the
MCLab. In the …rst we run an adaptive maneuvering system for CS2 ac-
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cording to the design in the previous sections. In the second experiment
we compare the performance of using the gradient update law implementa-
tion versus the tracking update law when the forward thrust fu is forced to
saturate. The path and speed assignments are given by (5.2) and (5.3).

CS2 Experiment 1: Adaptive maneuvering

For this experiment, performed 2003-10-11, the gradient update law was ap-
plied. The controller settings were Kp = diag(0.2, 1.0, 0.5), Kd =
diag(3, 10, 7), µ = 400, and ¡ = diag(2, 2, 2, 2, 2, 2, 2, 1, 1, 1). The initial
condition for the parameter update was ϕ̂(0) = [0, 0, 0, 0,¡0.5, 0, 0, 0, 0, 0]>.
The ship was …rst put to rest in dynamic positioning (zero speed) at ηd(0),
and then the ship was commanded online to move along the path with dif-
ferent desired surge velocities.
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Figure 5.2: Position response of CS2 following the desired ellipsoidal path
in MCLab, using an adaptive maneuvering control law with the gradient
update law.

Figure 5.2 shows how CS2 accurately traced the path on its …rst round
along the ellipsoid. In the total run it did many rounds, and the upper plot
in Figure 5.3 shows the commanded surge velocity ud(t) and the resulting
response u(t). The lower plot shows the corresponding speed assignment
υs(θ(t), t) and the resulting response of _θ(t). Clearly, _θ(t) worked actively to
satisfy its twofold objective between the speed assignment and the Lyapunov
cost function minimization. The time series of the parameter estimates ϕ̂(t)
are shown in Figure 5.4. For the full scale vessel, the commanded velocities
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Figure 5.3: Dynamic task: The upper plot shows the online commanded
surge ud(t) and the resulting response of u(t). The lower plot shows the
corresponding speed assignment υs(θ(t), t) and the resulting response of _θ(t).
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Figure 5.4: The parameter estimates ϕ̂(t) in the …rst adaptive CS2 maneu-
vering experiment.
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f0.10, 0.15, 0.20g m/s corresponds to f1.55, 2.32, 3.10g knots. This is within
the speed domain of dynamical positioning for which this model ship is built.

Ship Experiment 2: Tracking vs. Gradient in a thrust failure
scenario

In this experiment, also performed 2003-10-11, we compared the ship re-
sponses using the tracking update law and the gradient update law when
the forward thrust fu cannot deliver enough force for the ship to track
the commanded speed. To achieve this we induced the saturation limit
jfuj · 0.1N on the ship. The controller gains were the same as in the last
experiment; however, for simplicity only the bias b was adapted so that
¡ = diag(0, 0, 0, 0, 0, 0, 0, 1, 1, 1) with ϕ̂(0) initialized as before.
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Figure 5.5: Position responses using a tracking update law (small ship)
and a gradient update law (large ship) in the second ship experiment with
commanded speed ud = 0.20m/ s. Both responses are superimposed in the
same plot. Since CS2 cannot move with ud = 0.20m/ s under the induced
saturation limit, the tracking-based system went unstable. The gradient-
based system, on the other hand, safely maneuvered CS2 along the path,
but at a slower speed.

In both cases, CS2 was …rst positioned at ηd(0), then commanded for
one round with ud = 0.10m/ s, and when θ ¼ 360 ± the commanded speed
was changed to ud = 0.20 m/s. The ship was tracing the path unproblem-
atically at the speed ud = 0.10 m/s in both the tracking and gradient cases.
However, when ud changed to 0.20 m/s the closed-loop systems started to
experience problems, as seen in the position responses for the second round
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in Figure 5.5. While not surprisingly the tracking system soon went un-
stable, it is observed that the gradient-based system kept moving along the
path, but with a speed slower than the infeasible ud = 0.20 m/s. The lower
plot in Figure 5.6 reveals some of the secret. While the speed assignment
υs(θ(t), t) strictly corresponds to the speci…ed speed ud(t) according to (5.3),
the response for _θ(t) was modi…ed by the gradient term in the update law
(see Section 3.4), trying to minimize the errors z1 and z2, and _θ(t) therefore
tracked a slower value. The result was that θ(t), and thus ηd(θ(t)), moved
not faster than the ship was able to follow.
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Figure 5.6: Dynamic task: Upper plot shows the commanded surge and
resulting speed response for the tracking-based system, while the middle
plot shows the same for the gradient-based system. Both systems satis…ed
the maneuvering objective well when ud = 0.10m/ s, but the tracking-based
system went unstable when ud changed to 0.20m/ s. The lower plot shows
υs (θ(t), t) and _θ(t) for the gradient-based system only.

This last experiment served to illustrate one of the advantages of using
the gradient minimization feature in the gradient or …ltered-gradient update
laws, as compared to just using the pure tracking update law.
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5.4 Sliding-mode control for ship maneuvering

Consider the ship model (5.1). As discussed in the previous section, this
model is uncertain with respect to the unidenti…ed hydrodynamic parame-
ters and other unmodeled dynamics. In this section we develop a robust
sliding-mode control law to deal with these uncertainties.

The numerical values of the identi…ed parameters of (5.1) are given by
Table 5.1. The unidenti…ed parameters are set to zero, that is, ϕ := [Yjrjv,
Yjvjr, Yjrjr, Njrjv, Nr, Njvjr, Njrjr]> = 0. This results in an uncertainty
that together with other unmodeled dynamics are assumed captured by an
unknown additive term δ(ν, t). The resulting model becomes then

_η = R(ψ)ν (5.31a)

M _ν = f ¡ C(ν)ν ¡ D(ν)ν + R(ψ)>b + δ(ν, t), (5.31b)

where the terms b and δ are uncertain. We assume there exist known positive
reals b0, k0, and k1 such that

(i) jbj · b0
(ii) jδ(ν, t)j · k0 jνj + k1.

(5.32)

According to Section 4.3.2 we consider (5.31a) as the nominal part of the
plant and (5.31b) as the uncertain part.

5.4.1 Control design

Design for the nominal part

To solve the maneuvering control objective (5.4) and (5.5) for the nominal
part, we propose the di¤eomorphism (η, θ, t) 7! (z, θ, t), where

z(η, θ) := R(ψ)> (η ¡ ηd(θ)) (5.33)

is the error variable for the geometric task, and the function

V (z(η, θ)) :=
1
2
z(η, θ)>z(η, θ) (5.34)

satisfying (4.100) with γ1(¢) = γ2(¢) = 1
2(¢)2. The nominal control law is

then chosen as

_θ = υs(θ, t) ¡ µV θ(z(η, θ)), µ ¸ 0, (5.35)

α1(η, θ, t) = ¡Kpz(η, θ) + R(ψ)>ηθ
d(θ)υs(θ, t) (5.36)
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where V θ = z(η, θ)>zθ(η, θ) = ¡z(η, θ)>R(ψ)>ηθ
d(θ). Optionally, the …ltered-

gradient update law can be used instead of (5.35). Letting ν = α(η, θ, t)+w
in (5.31a) results in

_V = ¡z>Kpz ¡ µV θ(z(η, θ))2 + z>w

· ¡κλmin(Kp) jzj2 , 8 jzj ¸ 1
(1 ¡ κ)λmin(Kp)

jwj (5.37)

where κ 2 (0, 1). It follows that (4.102) is satis…ed with γ3(¢) = κλmin(Kp)(¢)2
and γ4(¢) = 1

(1¡κ)λmin(Kp)(¢).

Design for the uncertain part

For the uncertain part of the plant (5.31b) we keep the known matrix M
on the left-hand side. In this case the matrix G(x) = I as compared to
(4.97), and the structural assumptions on G(x) in Section 4.3.2 are trivially
satis…ed. De…ne

s := ν ¡ α1(η, θ, t), (5.38)

and calculate

_α1 = rKpSz ¡ Kpν ¡ rSR(ψ)>ηθ
d(θ)υs(θ, t) + R(ψ)>ηθ

d(θ)υ
t
s(θ, t)

+
h
KpR(ψ)>ηθ

d(θ) + R(ψ)>
³
ηθ2

d (θ)υs(θ, t) + ηθ
d(θ)υ

θ
s(θ, t)

´i
_θ
(5.39)

where _θ is given by (5.35). Di¤erentiating U(s) = 1
2s
>Ms along the solutions

of
M _s = f ¡ C(ν)ν ¡ D(ν)ν + R(ψ)>b + δ(ν, t) ¡ M _α1 (5.40)

gives

_U = s> [f ¡ C(ν)ν ¡ D(ν)ν ¡ M _α1] + s>
h
R(ψ)>b + δ(ν, t)

i
, (5.41)

and the control law is then chosen as

f = ¡Ls ¡ σ(η, ν, t)ª2(s) + C(ν)ν + D(ν)ν + M _α1 (5.42)

where L = L> > 0, σ(η, ν, t) 2 R¸0 is yet to be assigned, and

ª2(s) := col (ψ(s1), ψ(s2), ψ(s3)) (5.43)

ψ(si) := (1 + ε1) tanh
µ

si

ε2

¶
(5.44)
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where ε1 and ε2 are small positive numbers chosen by design. With ε =
ε2 atanh( 1

1+ε1 ) it follows from Lemma 4.5 that 1p
3
jsj · s>ª2(s) · jsj jª2(s)j

for all jsj ¸
p

3ε. Choosing

σ(η, ν, t) =
p

3 [ks + b0 + k0 jνj + k1] (5.45)

gives

_U = ¡s>Ls ¡ σ(η, ν, t)s>ª2(s) + s>
h
R(ψ)>b + δ(ν, t)

i

· ¡s>Ls ¡ 1p
3
σ(η, ν, t) jsj + jsj [b0 + k0 jνj + k1] , 8 jsj ¸

p
3ε

< ¡ks jsj , 8 jsj ¸
p

3ε. (5.46)

This implies for all t ¸ 0 that

js(t)j · max

(
p

3ε,

s
λmax(M)
λmin(M)

js(0)j ¡ kstp
λmin(M)λmax(M)

)
, (5.47)

which means that for any initial conditions in the space of (s, z, θ, t) 2
R3 £ R3 £ R £ R¸0 the corresponding trajectories (s(t), z(t), θ(t), t) will
exist on [0, 1) and converge in …nite time to

N 0
ε =

n
(s, z, θ, t) : jsj ·

p
3ε

o
(5.48)

and subsequently converge to

M0
ε =

(
(s, z, θ, t) : jzj ·

p
3ε

(1 ¡ κ)λmin(Kp)

)
. (5.49)

5.4.2 Closed-loop system

The closed-loop system consists of the plant (5.31), the gradient update law
(5.35), and the static control law (5.42). A summary is given in Table 5.3.

5.4.3 Experimental results

Two experiments performed in the MCLab on 2003-10–06 are reported next.
The path and speed assignments are given by (5.2) and (5.3). In both
experiments, the controller gains were set to Kp = diagf0.2, 0.4, 0.5g,
L = diagf2, 3, 3.5g, k = ks + b0 +k1 = 0.1, k0 = 4, ε1 = 0.1, ε2 = 0.01, and
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Table 5.3: Closed-loop in the sliding-mode ship maneuvering system
Plant :

_η = R(ψ)ν
M _ν = f ¡ C(ν)ν ¡ D(ν)ν + R(ψ)>b + δ(ν, t)
input: ffg output: fη, νg

Control :
_ω = ¡λω ¡ λµz>R(ψ)>ηθ

d(θ)
_θ = υs(θ) ¡ ωs

ωs =
½ ¡µz>R(ψ)>ηθ

d(θ), µ ¸ 0, Gradient
ω, Filtered-gradient

f = ¡Ls ¡ σ(ν)ª2(s) + C(ν)ν + D(ν)ν + M _α1

input:
n
η, ν, ηd(θ), ηθ

d(θ), η
θ2
d (θ), υs(θ, t), υθ

s(θ, t), υt
s(θ, t)

o

output: ff, θg
Guidance :
input: fθ, ud(t), _ud(t)g
output:

n
ηd(θ), ηθ

d(θ), η
θ2
d (θ), υs(θ, t), υθ

s(θ, t), υt
s(θ, t)

o

µ = 250. The ship was …rst put to rest in dynamic positioning (zero speed)
at ηd(0), and then the ship was commanded online to move along the path
with di¤erent desired surge velocities.

In the …rst experiment the tracking update law was used, and the vessel
was commanded with velocities ud 2 f0.10, 0.15, 0.20gm/ s on calm water.
In the second experiment, the gradient update law was used, and the com-
manded surge velocity was ud 2 f0.10, 0.15gm/ s in waves. The wave para-
meters were: JONSWAP spectrum, signi…cant wave height hs = 0.01m and
peak period ts = 1.0 s. For the full scale vessel this corresponds to a “slight”
sea state code with Hs = 0.70m and peak period Ts = 1.0

p
70 = 8.4 s (or

equivalently, frequency 0.75 rad/ s).
The results for the ‘calm water’ experiment are discussed with respect

to performance in the last section of this chapter. Figures 5.7 and 5.8 show
the responses of CyberShip II in the experiment with waves. The direction
of the waves came along the xe-axis in the negative direction. Around the
narrowest “corner” of the path the ship therefore experienced both a rapid
heading change and waves entering directly from the side. Other experi-
ments with larger wave heights gave the ship increasing problems at these
parts of the path; however, in this experiment the ship managed well.
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Figure 5.7: CyberShip II moving along the path at various speeds in waves,
using the sliding-mode controller with a tracking update law.
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Figure 5.8: The surge speed response of CyberShip II in the sliding-mode
experiment with waves and a gradient update law.
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Figure 5.9 shows a snapshot at time t = 353.6 s of the Lyapunov cost
function V (z(η(t), θ)) and V θ(z(η(t), θ)) for θ in the interval [0 ±, 360 ±). The
discontinuity corresponds to the mapping of the heading error to the interval
[¡π, π). Clearly, θ 7! V (z(η, θ)) has, as shown by the green curve, a global
minimizer at θ ¼ 90 ± at which point θ 7! V θ(z(η, θ)) also intersects zero.
Additionally, there is a local minimum at approximately θ ¼ 290 ± which is
on the opposite side of the path. The global minimizer will follow the ship
as it traces the path. It therefore requires a rather large perturbation in the
system to make θ(t) jump to the local minimizer and thus cause deteriorated
performance.

Figure 5.9: A snapshot of θ(t) showing the minimization of the Lyapunov
cost function V (z(η(t), θ(t))) and the gradient V θ(z(η(t), θ(t))) at t = 353.6 s
in the sliding-mode experiment.
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5.5 Nonlinear PID control for ship maneuvering

In this section we design a nonlinear PID maneuvering controller for a fully
actuated surface ship. The tracking controller has originally been developed
by Lindegaard and Fossen (n.d.); Lindegaard (2003), and here we propose
the maneuvering counterpart. For this purpose we will …rst develop the path
for the full state vector, and then design the control law.

Consider the 3 DOF ship model (5.1), restated here as

_η = R(ψ)ν
M _ν = f ¡ C(ν)ν ¡ DLν ¡ DNL(ν)ν + R(ψ)>b (5.50)

where DL is the linear (constant) part of D(ν) and DNL(ν) the remaining
nonlinear part. The numerical values of the identi…ed parameters for Cyber-
Ship II are given by Table 5.1. The unidenti…ed parameters are set to zero,
that is, ϕ := [Yjrjv, Yjvjr, Yjrjr, Njrjv, Nr, Njvjr, Njrjr]> = 0. This results in
an uncertainty that together with other unmodeled dynamics are assumed
captured by the bias b and robustly dealt with by the PID feedback.

The control objective is again to solve the maneuvering problem accord-
ing to Section 5.2.2. For the desired path ηd(θ) = col (xd(θ), yd(θ), ψd(θ)) ,
let

vd(θ, t) := ηθ
d(θ)υs(θ, t)

ad(θ, t) := vθ
d(θ, t)υs(θ, t) + vt

d(θ, t)

be the earth-…xed desired velocity and acceleration vectors. Then, the ma-
neuvering problem is solved if

_θ(t) ! υs(θ(t), t)
η(t) ! ηd(θ(t))
ν(t) ! R(ψ(t))>vd(θ, t)
_ν(t) ! r(t)S>R(ψ(t))>vd(θ(t), t) + R(ψ(t))>ad(θ(t), t).

Additionally, we de…ne the integral state

σ(t) :=
Z t

0
(η(ι) ¡ ηd(θ(ι))) dι, (5.51a)

_σ = η ¡ ηd(θ) (5.51b)

such that the ‘extended plant’ state vector becomes (σ, η, ν). Accordingly,
the desired state vector containing the path and speed signals represented
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in the appropriate coordinate frames, becomes

ξ(ψ, θ, t) :=

2
4

0
ηd(θ)

R(ψ)>vd(θ, t)

3
5 (5.52)

where the zero in the top element corresponds to the integral action. With
these de…nitions we embark on the nonlinear PID design.

5.5.1 Control design

The overall control law will consist of the PID feedback term fPID, a refer-
ence feedforward term fFF , and a feedback linearizing term fFL. Along the
lines of Lindegaard (2003) we propose the static part of the control law as

f = fPID + fFF + fFL (5.53)

where

fPID = ¡KIR(ψ)>σ ¡ KPR(ψ)> (η ¡ ηd(θ))

¡ KD

³
ν ¡ R(ψ)>vd(θ, t)

´
(5.54a)

fFF = DLR(ψ)>vd(θ, t) + rMS>R(ψ)>vd(θ, t) + MR(ψ)>ad(θ, t)
(5.54b)

fFL = C(ν)ν + DNL(ν)ν. (5.54c)

Notice that all the error terms in fPID is decomposed in the body frame, that
is, R(ψ)>σ, R(ψ)> (η ¡ ηd(θ)), and

¡
ν ¡ R(ψ)>vd(θ, t)

¢
. This essentially

means that the PID gains are tuned with respect to errors experienced in
the longitudinal, lateral, and rotational directions of the ship. This is more
intuitive for tuning since the control technician will himself be onboard the
ship and therefore observes these errors in this frame (Lindegaard; 2003).
One obstacle for achieving this is that the feedforward term fFF must cancel
the r-dependent term, something that would be avoided if all error signals
were decomposed in the earth-…xed frame.

It is necessary next to design the dynamic part of the control law to shape
the motion of θ(t). However, postponing this issue for now, the closed-loop
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system at this point is

_σ = η ¡ ηd(θ)

_η = R(ψ)
¡
ν ¡ R(ψ)>vd(θ, t)

¢
+ vd(θ, t)

_ν = ¡M¡1KIR(ψ)>σ ¡ M¡1KP R(ψ)> (η ¡ ηd(θ))
¡M¡1 (KD + DL)

¡
ν ¡ R(ψ)>vd(θ, t)

¢

+rS>R(ψ)>vd(θ, t) + R(ψ)>ad(θ, t) + M¡1R(ψ)>b.

(5.55)

De…ne x := col(σ, η, ν), KPID := row (KI , KP ,KD) , and the state-dependent
transformation matrix

T (ψ) := diag fR(ψ), R(ψ), Ig . (5.56)

The PID feedback control term then takes the simpli…ed form

fPID = ¡KPIDT (ψ)> (x ¡ ξ(ψ, θ, t)) . (5.57)

For b = 0 the closed-loop can now be written

_x = Ac(ψ) (x ¡ ξ(ψ, θ, t))+ξψ(ψ, θ, t)r+ξθ(ψ, θ, t)υs(θ, t)+ξt(ψ, θ, t) (5.58)

where

Ac(ψ) =

2
4

0 I 0
0 0 R(ψ)

¡M¡1KIR(ψ)> ¡M¡1KP R(ψ)> ¡M¡1 (KD + DL)

3
5
¢

(5.59)
It can be veri…ed that Ac(ψ) = T (ψ)AcT (ψ)> where Ac = A¡BKPID, and

A =

2
4

0 I 0
0 0 I
0 0 ¡M¡1DL

3
5 , B =

2
4

0
0

M¡1

3
5
¢

(5.60)

By controllability of (B, A) there always exists a PID gain matrix KPID such
that Ac is Hurwitz. This can be found by pole placement, LQR techniques,
or any other applicable linear design synthesis. It can further be shown that
for each …xed t ¸ 0,

eig fAc(ψ(t))g = eig fAcg . (5.61)

It is well-known that this does not necessarily imply stability; however, it
gives a fair indication for it. For Ac Hurwitz, let Pc = P>

c > 0 satisfy
PcAc + A>

c Pc = ¡Qc, and de…ne τ as

τ(x, θ, t) := 2 (x ¡ ξ(ψ, θ, t))> T (ψ)PcT (ψ)>ξθ(ψ, θ, t). (5.62)
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The dynamic part of the control law is then given by (5.51b) and

_θ = υs(θ, t) ¡ ωs (5.63)

where ωs is chosen from one of the alternatives

(i) ωs = 0

(ii) ωs = ¡µτ (x, θ, t), µ ¸ 0

(iii)
½

_ω = ¡λ (ω + µτ(x, θ, t)) , µ > 0, λ > 0
ωs = ω.

(5.64)

Stability analysis

The stability analysis follows from the proof by Lindegaard (2003) which is
here extended to maneuvering in order to facilitate the gradient update laws.
For simplicity, let b = 0. Otherwise, it can be shown that if KI is chosen as
KI = diag fa, a, bg then the equilibrium condition for σ is σeq = K¡1

I b and
substituting the state σ with σ ¡ K¡1

I b gives the same, but undisturbed,
closed-loop system as (5.55). De…ne

V (x, θ, t) := (x ¡ ξ(ψ, θ, t))> T (ψ)PcT (ψ)> (x ¡ ξ(ψ, θ, t)) (5.65)

which di¤erentiated gives

_V = V x(x, θ, t) _x + V θ(x, θ, t) _θ + V t(x, θ, t)

= ¡ (x ¡ ξ(ψ, θ, t))> T (ψ)QcT (ψ)> (x ¡ ξ(ψ, θ, t))

+ 2 (x ¡ ξ(ψ, θ, t))> T (ψ)PcrS>T T (ψ)> (x ¡ ξ(ψ, θ, t))

+ 2 (x ¡ ξ(ψ, θ, t))> T (ψ)PcT (ψ)>ξθ(ψ, θ, t)
h
υs(θ, t) ¡ _θ

i

· ¡ (λmin (Qc) ¡ 2rmaxλmax (Pc)) jx ¡ ξ(ψ, θ, t)j2

¡ V θ(x, θ, t)
h
υs(θ, t) ¡ _θ

i
(5.66)

where jrj · rmax, kST k = kT (ψ)k = 1, and ST = diag fS,S, 0g such that
_T = rT (ψ)ST .

Observe that τ(x, θ, t) = ¡V θ(x, θ, t) such that either of the choices in
(5.64) will as shown before render the last term nonpositive. Negativity of
the …rst term relies on the ability to guarantee that

λmin

³
¡PcAc ¡ A>

c Pc

´
¡ 2rmaxλmax (Pc) > 0 (5.67)
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for any feasible bound rmax on the yaw rate. Several techniques for this was
shown by Lindegaard (2003), using among others LMI tools. We will not go
into those details here, but rather just assume that for each rmax there exist
a Pc > 0 and c > 0 such that λmin

¡
¡PcAc ¡ A>

c Pc
¢

¡ 2rmaxλmax (Pc) > c.
The resulting bound for (5.66) becomes

_V · ¡c jx ¡ ξ(ψ, θ, t)j2 (5.68)

which proves convergence x(t) ¡ ξ(ψ(t), θ(t), t) ! 0 as t ! 1 and the
geometric task is solved in the limit. Since x = ξ(ψ, θ, t) ) τ(x, θ, t) = 0
the dynamic task is also solved asymptotically.

Let (x, θ, t) 7! (z, θ, t) be a global di¤eomorphism where z := T (ψ)>(x¡
ξ(ψ, θ, t)). For either of the two …rst choices in (5.64), the tracking update
law (i), or the gradient update law (ii), it follows from (5.65) and (5.68)
that the closed-loop system is forward complete and the set

M = f(z, θ, t) : z = 0g (5.69)

is UGES. The same result applies if the …ltered-gradient update law (iii) in
(5.64) is used, in which case the set M must be extended with ωs.

5.5.2 Closed-loop system

The closed-loop system is given by Table 5.4.

5.5.3 Experimental results

Two experiments performed in the MCLab on 2003-10–17 are reported next.
The path and speed assignments are given by (5.2) and (5.3). The …rst
experiment veri…es accurate tracing of the path at various speeds on calm
water. The second experiment, on the other hand, shows an example where
the gradient algorithm made the ship fail its task when moving in waves.
The wave parameters were: JONSWAP spectrum, signi…cant wave height
hs = 0.01m and peak period ts = 0.75 s.

In both experiments, the gradient update law was used. The controller
gains were calculated from LQR techniques by minimizing the cost function

J =
1
2

Z 1

0

h
x>Qx + u>Ru

i
dt (5.70)

for the linear system
_x = Ax + Bu (5.71)
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Table 5.4: Closed-loop in the nonlinear-PID ship maneuvering system
Plant :

_η = R(ψ)ν
M _ν = f ¡ C(ν)ν ¡ DLν ¡ DNL(ν)ν + R(ψ)>b
input: ffg output: fη, νg

Control :
_ω = ¡λω ¡ λµτ(x, θ, t), µ, λ > 0
_θ = υs(θ) ¡ ωs

ωs =
½ ¡µτ (x, θ, t), µ ¸ 0, Tracking or Gradient

ω, Filtered-gradient
_σ = η ¡ ηd(θ)
f = ¡KPIDT (ψ)> (x ¡ ξ(ψ, θ, t)) + fFF + fFL

input:
n
η, ν, ηd(θ), ηθ

d(θ), η
θ2
d (θ), υs(θ, t), υθ

s(θ, t), υt
s(θ, t)

o

output: ff, θg
Guidance :
input: fθ, ud(t), _ud(t)g
output:

n
ηd(θ), ηθ

d(θ), η
θ2
d (θ), υs(θ, t), υθ

s(θ, t), υt
s(θ, t)

o

where A and B are given by (5.60), Q = diag fQI , QP , QDg, and R =
I. This gives the PID gain matrix KPID = R¡1BP = BP where P =
P> > 0 is the solution to the algebraic Riccati equation PA + A>P ¡
PBR¡1B>P + Q = 0. Given KPID this gives Ac = A ¡ BKPID and the
matrix Pc in the gradient update law were simply given by solving PcAc +
A>

c Pc = 0.01I. In the experiments, the gradient gain were µ = 100, and the
weight matrices were chosen to QI = 0.001I, QP = diagf2000, 3000, 400g,
and QD = diagf1000, 3000, 800g.

Figures 5.10 and 5.11 show the responses of the ship in the successful
experiment. Very accurate tracing was obtained as con…rmed with the cross-
track error z5 in Table 5.5.

In the second experiment, shown in Figure 5.12, the ship experienced
signi…cant problems when moving around the narrowest part of the path
with waves entering from the right. This is an example where the gradient
algorithm made the ship fail its task of accurate path tracing.

A snapshot at time t = 445.15 s of the Lyapunov cost function V (x(t), θ, t)
and V θ(x(t), θ, t) for θ in the interval [0 ±, 360 ±) is shown in Figure 5.13.
This is the moment when the ship leaves the path for the second time. As
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Figure 5.10: CyberShip II moving along the path, using the nonlinear PID
controller.
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Figure 5.11: The surge speed response of CyberShip II in the nonlinear PID
experiment.



150 Maneuvering designs for ships with experimental results

0 2 4 6 8 10

-2.5

-0.5

1.5

y
e

x
e

Figure 5.12: CyberShip II moving along the path. Along the narrowest part,
perturbations make the desired point ηd(θ(t)) jump and cause instability.

seen, a local minimum exist very close to the global minimum to which θ(t)
rapidly converges at this point in time. The following sequence of events
was observed in this event of failure:

1. As the ship enters the narrow part, it cannot hold the desired heading
due to the waves, with the result that V (x(t), θ(t), t) increases.

2. The ‘previous’ global minimum of θ 7! V (x(t), θ, t) is suddenly con-
verted into a local minimum as a ‘new’ global minimum arises approx-
imately 50 ± ¡ 100 ± further ahead on the path.

3. θ(t) slowly moves over the intermediate local maximum and then sud-
denly jumps approximately 50 ± towards the new global minimum.

4. The ship experiences large oscillations in its attempt to regain the
‘new’ desired state ξ(ψ, θ, t).

For comparison, Figure 5.14 shows the status of V (x(t), θ(t), t) and
V θ(x(t), θ(t), t) for the ship at the same point along the path in the …rst
successful experiment (without waves). As seen, there is only one global
minimum for θ(t) to track in this case; however, the “saddle” shape of
θ 7! V θ(x(t), θ, t) suggests a bifurcation of V (x, ¢, t), splitting the single
global minimum into two local minima.
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Figure 5.13: A snapshot of θ(t) showing the minimization of the Lya-
punov cost function V (z(η(t), θ(t))) and the gradient V θ(z(η(t), θ(t))) at
t = 445.15 s in the experiment with failure. This was just after a second
rapid movement occurred for θ. Notice a new global minimum of V (z(η, ¢))
has formed, causing a rapid movement of θ of 50 ± ¡ 100 ±.

Figure 5.14: A snapshot of θ 7! V (x(t), θ, t) and θ 7! V θ(x(t), θ, t) for the
successful nonlinear-PID experiment with a gradient update law. There is
in this case one and only one global minimum of V (x(t), ¢, t) throughout the
movement around the “narrowest corner” of the path.
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In order to alleviate these dangerous jumps, one should instead consider
using the tracking update law. Experiments with the tracking update law
gave successful runs with very accurate tracing of the path, both with and
without waves, and this is reported in the performance analysis in the next
section.

5.6 Brief comparison of control laws

5.6.1 Performance

Table 5.5 shows di¤erent standard deviations of important error signals in
the three intervals during which the desired speed was ud 2 f0.10, 0.15,
0.20gm/ s. All these experiments were conducted on calm water. The data
is collected from the following experiments:

² Adaptive CS2 experiment 1 conducted 2004-10-11, described in Sec-
tion 5.3.3.

² Sliding-mode experiment conducted 2004-10-06, described as the …rst
experiment in Section 5.4.3, using a tracking update law.

² Nonlinear-PID experiment, conducted 2004-10-17, with gains and setup
corresponding to the successful experiment described in Section 5.5.3,
but with a tracking update law.

The most important variables for path keeping are z12, z2, and z5, respec-
tively, since these correspond to an approximate measure of the cross-track
error (provided the ship is pointed along the path). An accuracy of, for
instance, 1.1 cm in the highest speed in the nonlinear-PID case corresponds
to an accuracy of 0.8m for the full scale ship having a breadth of 20.3m and
is acceptable.

Investigating the table, it is seen that the best path following accuracy
was obtained by the nonlinear-PID controller. In the 0.15 and 0.20 m/s cases
this was, in addition, obtained for the lowest amount of control e¤ort. In
the 0.10 m/s case, the adaptive controller also behaved very well. However,
except for the poor heading response of the sliding-mode controller, the
di¤erences were small and mostly acceptable in all cases.

The numbers in the table are not meant for a strict comparison between
the three controllers, but rather to give an indication of the achieved perfor-
mance in the experiments. The controller parameters were mostly tuned by
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Table 5.5: Standard deviations for CS2 in the maneuvering experiments.

Adaptive: ud = 0.10m/ s ud = 0.15m/ s ud = 0.20m/ s
z11 [m] 0.010 0.038 0.057
z12 [m] 0.007 0.017 0.024
z13 [deg] 1.564 2.644 3.061
u [m/ s] 0.004 0.014 0.020

Mean abs thrust [%] 14.144 20.249 26.727
St.d. abs thrust [%] 6.072 7.766 8.043

Sliding-mode: ud = 0.10m/ s ud = 0.15m/ s ud = 0.20m/ s
z1 [m] 0.007 0.015 0.017
z2 [m] 0.010 0.028 0.026
z3 [deg] 2.929 6.785 6.883
u [m/ s] 0.002 0.004 0.006

Mean abs thrust [%] 15.204 23.826 26.230
St.d. abs thrust [%] 6.787 9.179 9.760

Nonlinear PID: ud = 0.10m/ s ud = 0.15m/ s ud = 0.20m/ s
z4 [m] 0.004 0.008 0.012
z5 [m] 0.004 0.007 0.011
z6 [deg] 1.577 2.032 2.979
u [m/ s] 0.002 0.003 0.004

Mean abs thrust [%] 16.754 19.865 23.606
St.d. abs thrust [%] 8.140 8.778 9.327

trial-and-error, which means that the bandwidths of the closed-loop systems
were probably somewhat di¤erent.

For instance, in many experiments it was observed that the sliding-mode
controller had a larger mean thrust, and seemed to command thrust more
aggressively. The data used here, on the other hand, gave similar thrust
expenditure among all three controllers.

5.6.2 Gradient cost functions

Finally, we want to compare the di¤erent gradient update laws for the three
controllers. The Lyapunov cost functions used in each case were
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ADAP: V2(η, ν, θ, ~ϕ, t) := 1
2 (η ¡ ηd(θ))

> (η ¡ ηd(θ)) + 1
2 ~ϕ>¡¡1~ϕ

+1
2 (ν ¡ α1(η, θ, t))>M (ν ¡ α1(η, θ, t))

SM: V (η, θ) := 1
2 (η ¡ ηd(θ))

> (η ¡ ηd(θ))

NL-PID: V (x, θ, t) := (x ¡ ξ(ψ, θ, t))> T (ψ)PcT (ψ)> (x ¡ ξ(ψ, θ, t))

Of these, the sliding-mode (SM) gradient cost function is the most straight-
forward, since only the distance to the path θ 7! jη ¡ ηd(θ)j2 is minimized
directly. For most paths, this cost function will give a “well-de…ned” global
minimum that θ(t) tracks. Figure 5.9 shows that for the ellipsoidal path, a
local minimum is only present on the opposite side of the path.

The adaptive (ADAP) gradient cost function, on the other hand, also in-
cludes minimization with respect to the velocity error, that is,
θ 7! jν ¡ α1(η, θ, t)j2M . This introduces more complexity for analyzing the
minima structure of θ 7! V2(η, ν, θ, ~ϕ, t). An alternative to avoid minimiza-
tion with respect to the velocity error is to design the gradient update law
for _θ already in Step 1 in the adaptive backstepping design. The only di¤er-
ence in the design of the control law is that terms with _θ would need to be
cancelled in Step 2. The resulting cost function will in that case be the same
as the SM cost function. Nonetheless, experience indicates no problems with
local minima in the adaptive gradient cost function.

The nonlinear-PID (NL-PID) gradient cost function has perhaps the
most complext minima structure. This includes minimization with respect
to the full error state θ 7! jx ¡ ξ(ψ, θ, t)j2 where the individual errors σ,
η ¡ ηd(θ), and ν ¡ R(ψ)>vd(θ, t) are mixed through the matrix Pc together
with the heading-dependent matrices T (ψ). Not only does this mean that
the integral state σ unwantedly a¤ects the minimization, but the cost func-
tion itself will be sensitive to heading changes of the ship. In the “failure”
experiment described in Section 5.5.3 this resulted in the “out-of-the-blue”
creation of two local minima when waves made the ship position and heading
slightly deviate.

This problem for the NL-PID control law is illuminated further by Figure
5.15, which shows what happens to the cost function as we vary the heading
ψ, only. The left plot shows θ 7! V (x(t), θ, t) and θ 7! V θ(x(t), θ, t) given
the state x(t) at the time instant just prior to the second jump by θ in the
experiment. Originally there is, as seen in the left plot, only one global min-
imum in the system. By changing the ship’s heading, however, the middle
and right plots show how a saddle point is …rst formed, and subsequently
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a local minimum and a maximum. This bifurcation is given by the roots
of θ 7! V θ(x(t), θ, t) that for the three di¤erent values of ψ changes from a
single root to two roots, and …nally to the three indicated roots.

Figure 5.15: Three plots showing the bifurcation in the Lyapunov cost func-
tion for the nonlinear-PID experiment with failure. By changing the ship’s
heading ψ as a parameter (in x) in θ 7! V (x, θ, t) and keeping the other
states constant, a single global minimum is split into two local minima sep-
arated by a maximum.
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Chapter 6

Formation control

This chapter investigates formation control for the coordina-
tion of mechanical systems like vehicles or ships, called through-
out this chapter for “vessels”. The control objective for each ves-
sel is to converge to and maintain its position in the formation,
while the formation as a whole follows a prespeci…ed path with a
desired speed. The material has been published in Skjetne, Moi
and Fossen (2002); Skjetne, Ihle and Fossen (2003); Ihle, Skjetne
and Fossen (2004). All case studies, including the experimental
results in the latter publication, consider a rendesvouz operation
between ships; see Figure 6.1.

Figure 6.1: Underway replenishment between three naval vessels.
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6.1 Introduction

6.1.1 Background

The …eld of formation control with applications towards mechanical systems,
ships, aircraft, satellites, etc., has received a lot of attention. Examples are
the works of Kang, Xi and Sparks (2000); Encarnação and Pascoal (2001a);
Binetti, Ariyur, Krstíc and Bernelli (2003). One of the advantages in for-
mation ‡ight, for instance, is a reduction in power demand obtained when
‡ying in a certain V-formation, as observed for ‡ying goose. Binetti et al.
(2003) used extremum seeking to exploit this aerodynamic phenomenon. In
another study, Kang et al. (2000) developed a procedure for the design of
r +1 controllers which ensures that r +1 autonomous vehicles follow a path
without altering their formation. An orthogonal projection from the state
of a chosen leader substitutes the time in the r already existing tracking
controllers for the follower vehicles. Therefore, the speed and performance
of the leader a¤ects all other members in the formation, but not vice versa.

In the …rst design section of this chapter, published in Skjetne, Moi and
Fossen (2002), the control objective is approached using vectorial backstep-
ping to solve the geometric and dynamic tasks in a maneuvering problem.
The former guarantees that a virtual Formation Reference Point (FRP),
representing the formation, tracks the path. The latter ensures accurate
speed control along the path. The dynamic gradient update law, taking
feedback from the states of all vessels, ensures that all vessels have the same
priority (no leader) when moving along the path.

The question of centralized or decentralized control and communication
requirements have been extensively discussed in many publications on forma-
tion control; see Stilwell and Bishop (2000) and references therein. Central-
ized control will in general require a massive multidirectional communication
‡ow of state measurements, internal and external sensory information, and
necessary guidance signals. Such requirements are not feasible for numerous
applications, for instance, control of a formation of autonomous underwater
vehicles which operate in a di¢cult environment with very restrictive com-
munication options (Schoenwald; 2000, Table 1). In decentralized control,
each formation member will have its own controller under the management
of a formation guidance system. This can signi…cantly reduce the number
of signals being communicated; however, depending on how the formation
guidance system is designed, it may still require an undesirable large amount
of signal ‡ow.

In the second design section of this chapter, published in Skjetne et al.
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Figure 6.2: Illustration of a formation setup.

(2003) and Ihle et al. (2004), the amount of intervessel communication is
reduced by decentralizing the dynamic gradient update law with the result
that only the individual path variables need to be communicated. The
individual dynamic controllers will then be equipped with a synchronization
term that ensures that the vessels keep assembled (synchronized) in the
desired formation.

Though the examples studied are all 3 DOF ship applications, the theory
is general and is, for instance, directly applicable to 6 DOF applications like
the AUVs described in Section 2.4.3.

6.1.2 Formation setup

A formation with r vessels is created by a set of formation designation vectors
li, i = 1, ..., r, relative to a Formation Reference Point (FRP), see Figure
6.2. The idea is for the FRP to follow a given parametrized path ξ(θ) with
a desired formation speed along it, while the vessels follow their designated
position relative to the FRP.

Let the FRP be the origin of a moving formation reference frame F , and
denote the earth …xed frame E. The path is in general not a straight line,
but a feasible curve in the output space of the vessels. The individual path
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for Vessel i is then
ξi(θ) = ξ(θ) + R(θ)ef li (6.1)

where R(θ)ef is a kinematic rotation matrix from F to E; see Section 1.4.3.
For ships moving on the ocean surface, the output is the 3 DOF vector

η = col(x, y, ψ), where (x, y) is the position and ψ is the heading. The
desired path is then given by ξ(θ) = col(xd(θ), yd(θ), ψd(θ)). The tangent
vector along the path in the (x, y) directions, T (θ) = col(xθ

d(θ), yθ
d(θ)), is

chosen as the x-axis of the moving formation frame F . The angle of the
tangent vector in the E frame then gives the desired heading

ψd(θ) = arctan
µ

Ty(θ)
Tx(θ)

¶
= arctan

µ
yθ
d(θ)

xθ
d(θ)

¶
(6.2)

where the Matlab atan2 function is used for implementation of arctan to
obtain correct quadrant mapping. The rotation matrix R(ψd(θ)) for the
ships is given by

R(θ)ef = R(ψd(θ)) :=

2
4

cosψd(θ) ¡ sinψd(θ) 0
sinψd(θ) cosψd(θ) 0

0 0 1

3
5 (6.3)

and note that di¤erentiation gives

_R(ψd(θ)) = Rθ(ψd(θ)) _θ = R(ψd(θ))Sψθ
d(θ) _θ (6.4)

where S is the skew-symmetric matrix

S =

2
4

0 ¡1 0
1 0 0
0 0 0

3
5 (6.5)

and

ψθ
d(θ) =

xθ
d(θ)y

θ2
d (θ) ¡ xθ2

d (θ)yθ
d(θ)

xθ
d(θ)2 + yθ

d(θ)2
. (6.6)

6.1.3 Problem statement

We consider uncertain mechanical systems, called vessels hereafter, of vector
relative degree two. Their models are given by

_x1i = G1i(x1i)x2i + f1i(x1i) + E1i(x1i)δ1i(t)
_x2i = G2i(xi)ui + f2i(xi) + E2i(xi)δ2i(t) (6.7)

yi = hi(x1i)
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where the subscript i denotes the i0th vessel. xji 2 Rm, j = 1, 2, are the
states and xi denotes the vector xi := col(x1i, x2i). The system outputs
are yi 2 Rm, the controls are ui 2 Rm, and δji are unknown bounded
disturbances. The matrices Gji and hx1i

i := ∂hi
∂x1i

are invertible for all xi, the
output maps hi(x1i) are di¤eomorphisms, and all functions are smooth.

For a cluster of r vessels, each represented by a position output yi, let
the FRP represent the position of the formation as a whole, and let each
individual vessel yi have a designation li relative to the FRP. Let ξ(θ) be the
desired path for the FRP and then ξi(θ) = ξ(θ)+R(θ)li is the corresponding
path for the individual vessels. The Formation manuvering problem is then
to design a set of robust control laws for the individual vessels that ensure
boundedness of all states and solve the tasks:

1. Geometric Task: For any continuous function θ(t), force the outputs
yi, i = 1, . . . , r, to converge to their designated paths ξi(θ),

lim
t!1

jyi (t) ¡ ξi(θ(t))j = 0 (6.8)

2. Dynamic Task: Force the path speed _θ to converge to a desired speed
υs(θ, t),

lim
t!1

¯̄
¯ _θ (t) ¡ υs (θ(t), t)

¯̄
¯ = 0. (6.9)

The geometric task ensures that the individual vessels converge to and
stay at their designated positions li in the formation. The speed assignment
task ensures that the FRP will move along the path ξ(θ) with a desired
velocity υs(θ, t). Both tasks are feasible since the considered vessels are fully
actuated.

6.2 Design using a centralized guidance law

In this section a common path variable θ represents the position of the FRP,
and thus the desired position of all vehicles. Consequently, this is a direct
application of the robust maneuvering design in Section 4.1, and a recursive
backstepping design is therefore used to solve the formation maneuvering
problem for r vessels with the dynamics given by (6.7).
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6.2.1 Control Design

Step 1: De…ne the error variables

z1i(x1i, θ) := yi ¡ ξi(θ) = hi(x1i) ¡ ξ(θ) ¡ R(ψd(θ))li (6.10)

z2i(xi, θ, t) := x2i ¡ α1i(x1i, θ, t) (6.11)

ωs( _θ, θ, t) := υs(θ, t) ¡ _θ (6.12)

where α1i are virtual controls to be speci…ed later. Di¤erentiating (6.10)
with respect to time results in

_z1i = hx1i
i G1iz2,i + hx1i

i G1iα1i + hx1i
i f1i + hx1i

i E1iδ1i ¡
³
ξθ + ψθ

dR(ψd)Sli
´

_θ.
(6.13)

Choose Hurwitz design matrices A1i, so that P1i = P>
1i > 0 are the solutions

to P1iA1i + A>
1iP1i = ¡Q1i where Q1i = Q1i > 0. De…ne

V1(z1i) :=
rX

i=1

z>1iP1iz1i (6.14)

whose time derivative then becomes

_V1 =
rX

i=1

2z>1iP1ihx1i
i G1iz2i +

rX

i=1

2z>1iP1i

³
ξθ + ψθ

dR(ψd)Sli
´

ωs

+
rX

i=1

2z>1iP1i

h
hx1i

i G1iα1i + hx1i
i f1i ¡

³
ξθ + ψθ

dR(ψd)Sli
´

υs + hx1i
i E1iδ1i

i
.

The …rst virtual controls α1i(x1i, θ, t) are chosen as

α1i = G¡1
1i (hx1i

i )¡1
h
A1iz1i ¡ hx1i

i f1i +
³
ξθ + ψθ

dR(ψd)Sli
´

υs + α0i

i

(6.15)
where α0i are damping terms to be picked. De…ne the …rst tuning functions,
τ1i(x1i, θ) 2 R, as

τ1i := 2z>1iP1i

³
ξθ + ψθ

dR(ψd)Sli
´

. (6.16)
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To handle the perturbations we use nonlinear damping and apply Young’s
inequality

_V1 = ¡
rX

i=1

z>1iQ1iz1i +
rX

i=1

τ1iωs +
rX

i=1

2z>1iP1ihx1i
i G1iz2i

+
rX

i=1

2z>1iP1ihx1i
i E1iδ1i +

rX

i=1

2z>1iP1iα0i

· ¡
rX

i=1

z>1iQ1iz1i +
rX

i=1

τ1iωs +
rX

i=1

2z>1iP1ihx1i
i G1iz2i

+
rX

i=1

2z>1iP1i

·
α0i +

1
2
κ1i (hx1i

i )E1iE>
1i (hx1i

i )> P1iz1i
¸

+
rX

i=1

1
κ1i

δ>1iδ1i

and the nonlinear damping terms α0i(x1i, θ) are picked as

α0i = ρ1i(x1i)z1i(x1i, θ)
ρ1i = ¡1

2κ1i (hx1i
i )E1iE>

1i (hx1i
i )> P1i, κ1i > 0

(6.17)

which gives

_V1 · ¡
rX

i=1

z>1iQ1iz1i +
rX

i=1

τ1iωs +
rX

i=1

2z>1iP1ihx1i
i G1iz2i +

rX

i=1

1
κ1i

δ>1iδ1i.

(6.18)
In aid of the next step, we di¤erentiate α1i to get

_α1i = σ1i + αθ
1i

_θ + $1iδ1i (6.19)

where

σ1i := αx1i
1i [G1ix2i + f1i] + αt

1i (6.20)

$1i := αx1i
1i E1i. (6.21)

Step 2: Di¤erentiating (6.11) with respect to time gives

_z2i = G2iui + f2i + E2iδ2i ¡ σ1i ¡ αθ
1i

_θ ¡ $1iδ1i. (6.22)

Choose Hurwitz design matrices A2i so that P2i = P>
2i > 0 are the solutions

to P2iA2i + A>
2iP2i = ¡Q2i < 0, and de…ne

V2(z1i, z2i) := V1(z1i) +
rX

i=1

z>2iP2iz2i (6.23)
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whose time derivative becomes

_V2 · ¡
rX

i=1

z>1iQ1iz1i +
rX

i=1

τ1iωs +
rX

i=1

2z>2iP2iαθ
1iωs

+
rX

i=1

1
κ1i

δ>1iδ1i +
rX

i=1

2z>2iG
>
1i (hx1i

i )> P1iz1i

+
rX

i=1

2z>2iP2i

h
G2iui + f2i + E2iδ2i ¡ σ1i ¡ αθ

1iυs ¡ $1iδ1i
i
. (6.24)

The control laws are then chosen as

ui = α2i(xi, θ, t) (6.25)

= G¡1
2i [¡P¡1

2i G>
1i (h

x1i
i )> P1iz1i + A2iz2i ¡ f2i + σ1i + αθ

1iυs + u0i]

where u0i are nonlinear damping terms to be designed. De…ne zi := col(z1i,
z2i), Qi := diag (Q1i, Q2i), and the …nal tuning functions τ2i(xi, θ, t) 2 R as

τ2i := τ1i + 2z>2iP2iαθ
1i. (6.26)

Using Young’s inequality again, the derivative _V2 is bounded by

_V2 · ¡
rX

i=1

z>i Qizi +
rX

i=1

2z>2iP2i

½
u0i +

1
2
κ2i

h
E2iE>

2i + $1i$>
1i

i
P2iz2i

¾

+
rX

i=1

τ2iωs +
rX

i=1

1
κ1i

δ>1iδ1i +
rX

i=1

1
κ2i

h
δ>2iδ2i + δ>1iδ1i

i

and the …nal nonlinear damping terms u0i(xi, θ, t) are assigned as

u0i = ρ2i(xi, θ, t)z2i (6.27)

ρ2i = ¡1
2
κ2i

h
E2iE>

2i + $1i$>
1i

i
P2i, κ2i > 0. (6.28)

De…ne ¢i := col (δ1i, δ2i) and Ki := diag
³

1
κ1i

+ 1
κ2i

, 1
κ2i

´
. The result is

then

_V2 · ¡
rX

i=1

z>i Qizi + ωs

rX

i=1

τ2i +
rX

i=1

¢>
i Ki¢i. (6.29)

It follows for ωs = 0 that each system in the zi-coordinates is an ISS system
from the disturbances ¢i to zi.
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Next, we must deal with the tuning functions τ 2i. Choosing ωs = 0 to
solve the dynamic task is equivalent to a tracking design with _θ = υs(θ, t).
Another choice is to design an update law for _θ or _ωs that uses feedback
from the states of the vessels. It can be veri…ed for x := col(x1, . . . , xr) that

τ(x, θ, t) :=
rX

i=1

τ2i(xi, θ, t) = ¡V θ
2 (x, θ, t), (6.30)

that is, the total tuning function is the gradient of V2 with respect to θ. We
therefore consider the Gradient update law and the Filtered-gradient update
law next.

Gradient update law: Letting

ωs = ¡µ
rX

i=1

τ2i(xi, θ, t) = µV θ
2 (x, θ, t), µ ¸ 0, (6.31)

renders (6.29), for ¢i = 0, negative de…nite, and by choosing the gains
Ki large enough we can guarantee any residual bound for jzi(t)j . De…ning
z := col(z1, . . . , zr), it follows from Theorem 4.1 that the closed-loop system
is ISS with respect to the 0-invariant set

M =
©
(z, θ, t) 2 R2mr £ R £ R¸0 : z = 0

ª
. (6.32)

This means that each individual vessel enters its designation within the
residual bound for jz1i(t)j.

The realization of the update law becomes

_θ = υs(θ, t) + µ
rX

i=1

τ2i(xi, θ, t) = υs(θ, t) ¡ µ
∂V2

∂θ
(x, θ, t) (6.33)

and since the states zi(t) are made small, the tuning functions τ2i(t) are
made small. Hence, as t ! 1, _θ(t) t υs(θ(t), t) which satis…es the speed
assignment. It follows by the analysis in Section 3.4 that choosing µ large
induces a separation of time scales between the vessel dynamics and _θ. In the
fast time scale, (6.33) becomes a dynamic gradient optimization algorithm
that selects the point along the path for the FRP which minimizes θ 7!
V2(z1i(x1i, θ), z2i(xi, θ, t)).

Filtered-gradient update law: The update law can alternatively be
constructed as

_θ = υs(θ, t) ¡ ωs

_ωs = ¡λωs ¡ λµ
rP

i=1
τ2i, µ, λ > 0 (6.34)
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by extending the Lyapunov function to V = V2 + 1
2λµω2

s, which gives

_V · ¡
rX

i=1

z>i Qizi ¡ 1
µ

ω2
s +

rX

i=1

¢>
i Ki¢i. (6.35)

It follows by Theorem 4.2 that the closed-loop system is ISS with respect to
the 0-invariant set

M0 =
©
(z, ωs, θ, t) 2 R2mr £ R £ R £ R¸0 : z = 0, ωs = 0

ª
. (6.36)

It is clear that this solves the Formation Maneuvering Problem for the same
reasons as above. It has been demonstrated that (6.34) is just a …ltered
version of (6.33). It has the same gradient properties as discussed above if
λ and µ are chosen large. Experience has shown, however, that the …ltered
version gives an improved numerical response for _θ(t). The caveat is higher
order in the controller.

Note that even though each individual static control law ui = α2i(xi, θ, t)
only takes feedback from the vessel’s own states and the common path vari-
able θ, the dynamics for _θ must be run in a computer at a central loca-
tion, taking feedback from all states of the vessels. The governing equa-
tions for this centralized guidance system is (6.33) or (6.34) with outputs
ξi(θ) = ξ(θ) + R(θ)e

f li corresponding to each vessel.

6.2.2 Case Study 1: Rendezvous formation of three ships

For low-speed maneuvering of ships in formation we use, without loss of
generality, a linear hydrodynamic model; see Appendix B. The model is
written

_ηi = R(ψi)νi
_νi = ¡M¡1

i Diνi + M¡1
i fi + R(ψi)>w,

(6.37)

where the subscript i denotes the i0th ship, Ri = R(ψi) is the rotation matrix
(6.3) satisfying _Ri = _ψiRiS where S is given by (6.5). Mi = M>

i > 0 is
the system inertia matrix including the hydrodynamic added inertia, Di
is the (linear) hydrodynamic damping matrix, fi = col(fui, fvi, fri) is the
fully actuated vector of control forces and moments, and w is vector of
environmental disturbances decomposed in the E frame. The numerical
values of the Mi and Di matrices, taken from Fossen and Grøvlen (1998),
represent true data of supply ships that operate in the North Sea. Their
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nondimensional (Bis-scaled) coe¢cients are

M 00
i =

2
4

1.1274 0 0
0 1.8902 ¡0.0744
0 ¡0.0744 0.1278

3
5 (6.38a)

D00
i =

2
4

0.0358 0 0
0 0.1183 ¡0.0124
0 ¡0.0041 0.0308

3
5
¢

(6.38b)

The dynamical system (6.37) is in the form of (6.7), where ηi is the
output and fi is the control. Let the desired path for the FRP be

ηd(θ) =
£

xd(θ) yd(θ) ψd(θ)
¤>

(6.39)

where xd(θ) and yd(θ) are three times di¤erentiable with respect to θ, and
ψd(θ) is given by (6.2). The individual paths for each ship are then

ηdi(θ) = ηd(θ) + R(ψd(θ))li

where li = [lxi, lyi, 0]> . Let ud be the desired surge speed for the FRP along
the path. Then υs(θ, t) is given by

υs(θ, t) =
ud(t)q

xθ
d(θ)2 + yθ

d(θ)2
.

The design procedure in the previous section gives the following signals:

z1i := ηi ¡ ηd(θ) ¡ R(ψd(θ))li
z2i := νi ¡ α1i
α1i = R>

i
£
A1iz1i +

¡
ηθ

d + ψθ
dR(ψd)Sli

¢
υs

¤

σ1i = ¡riSα1i + R>
i [A1iRiνi +

¡
ηθ

d + ψθ
dR(ψd)Sli

¢
υt

s]
αθ
1i = R>

i [¡A1i
¡
ηθ

d + ψθ
dR(ψd)Sli

¢
+ ηθ2

d υs + ψθ
d(θ)2R(ψd)S2liυs

+ψθ2
d (θ)R(ψd)Sliυs +

¡
ηθ

d + ψθ
dR(ψd)Sli

¢
υθ

s]

τ2i = 2z>1iP1i
¡
ηθ

d + ψθ
dR(ψd)Sli

¢
+ 2z>2iP2iαθ

1i

fi = Mi[¡P¡1
2i R>

i P1iz1i + A2iz2i + M¡1
i Diνi + σ1i + αθ

1iυs ¡ 1
2κ2iP2iz2i]

where fi is the control law for Ship i. The guidance law, using a …ltered-
gradient update law, is

_θ = υs(θ, t) ¡ ωs

_ωs = ¡λωs ¡ µ
rP

i=1
τ2i(ηi, νi, θ, t).

(6.40)
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The following two simulations are performed for a formation of 3 ships
of length L = 76m and mass m = 6 ¢106 kg. In both simulations, the output
path is given by (6.39), where xd(θ) = θ and yd(θ) = 500 sin 2π

4000θ. The
desired surge speed of the FRP starts out with the set-point ud = 4m/s.
At time t = 500 s the formation chief sets the new formation speed to ud =
10m/s.

Simulation 1: Maneuvering with ocean disturbances

The aim of this simulation is to show that with the formation maneuvering
design we can robustly perform the path following maneuver for a formation
of ships in‡uenced by environmental disturbances. Starting o¤ the path, we
want the vessels to converge smoothly to their designated locations in the
formation and eventually move along the path with the desired speed.

The formation designation vectors are chosen as l1 = [0, 0, 0]>, l2 =
[0,¡150, 0]> and l3 = [0, 150, 0]>. This means that the FRP coincide with
Ship 1, and the ships will travel in a transversal line formation as one unit.
The environmental disturbances are

w =

2
4

2
0
0

3
5 +

2
4

2
2
2

3
5 sin (0.1t) , (6.41)

acting the same on all the vessels. To attenuate these disturbances, the
nonlinear damping gains are set to κ2i = 20. The other controller pa-
rameters are set as: A1i = ¡diag(0.02, 0.02, 0.5), A2i = ¡diag(2, 2, 20),
P1i = diag(0.2, 0.2, 1), P2i = diag(10, 10, 40) and µ = λ = 20.
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Figure 6.3: Simulation of 3 o¤shore supply vessels in a line formation fol-
lowing a desired sinusoidal path.
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The initial conditions were η1(0) =
£
0, 200, π

4

¤>, η2(0) =
£
500, 0, π

3

¤>,
η3(0) = [0, 500, 0]>, ν1(0) = ν2(0) = ν3(0) = [1, 0, 0]>, and θ(0) =
ωs(0) = 0.

Figure 6.3 shows how the ships in the formation converge smoothly to
their designated path and accurately track it. With the substantial environ-
mental disturbances (6.41), the position error was attenuated to less than
1m in x and y, and less than 1 ± in heading. In Figure 6.4 the surge speed
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Figure 6.4: Time-plot of the surge speeds, u1(t), u2(t), u3(t), for the three
ships.

of the ships are shown. Since the center ship are chosen to coincide with
the FRP, this ship is seen to obtain the desired speed ud as assigned by the
formation chief. The two side ships obtain a periodic path speed according
to their individual positions, necessary to keep the formation.

Simulation 2: Thrust saturation failure in one ship

It is of interest to see how the formation behave as a whole, if the thrust of
one ship saturates. In Kang et al. (2000) the path variable θ is projected
from the state of the leader vessel. Hence, only if the leader experiences a
problem will the formation as a whole act robustly on it. A failure in one of
the other vessels will not in‡uence the others and can therefore easily lead
to an accident.

The design procedure proposed in this section, is not based on any leader
vessel. The time evolution of ξ(θ(t)) along the path is equally in‡uenced by
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the states of all the vessels through the guidance law (6.40). Therefore, if
one vessel experiences a problem, all the vessels will act upon it.
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Figure 6.5: Resulting response of the formation when Ship 2 saturates.

We continue the experiment by forcing a saturation constraint on Ship
2, so that it will maximally be able to go with surge speed of 8 m/s. The
surge speed assignment will be the same as in the previous simulation, that
is, 4 m/s for t < 500 s and 10 m/s for t ¸ 500 s, which now is infeasible for
Ship 2.

The environment in this simulation is disturbance free, w = 0, so that no
nonlinear damping is required. The other controller parameters are set to:
A1i = ¡diag(0.5, 0.5, 0.5), A2i = ¡diag(2, 2, 20), P1i = diag(0.6, 0.6, 0.6),
P2i = diag(10, 10, 40), and µ = λ = 20. The initial conditions were η1(0) =£
0, 0, π

5

¤>, η2(0) =
£
100, ¡100, π

5

¤>, η3(0) = [0, 250, 0]>, ν1(0) = ν2(0) =
ν3(0) = [4, 0, 0]>, and θ(0) = ωs(0) = 0.

Interestingly, Figure 6.5 shows that the formation follows the path as
desired in spite of the ‘failure’ in Ship 2. Figure 6.6 reveals that the speed
of the formation is considerable slower than the assigned speed of 10 m/s.
In fact, the speed of the slowest vessel converges to its maximum speed of
8 m/s while the two other vessels follow at what speed necessary to keep
the formation assembled. The formation is as fast as its slowest member.
The important part is that the vessels keep following the path and therefore
do not cause any accidents. This feature is due to the inherent gradient
optimization algorithm (see Section 3.4) that tries to minimize the Lyapunov
cost function that incorporates the states of all the vessels.

Figure 6.7 shows a time-plot of the assigned speed υs(θ(t), t) and the
resulting response of _θ(t). Clearly, _θ(t) is slower than the assigned speed.
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Figure 6.6: Surge speeds of the ships, where Ship 2 maximally makes 8 m/s.
Commanded speed for the formation was 10 m/s.
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Figure 6.7: Time-plot of the speed assignment υs(θ(t), t) for the FRP and
the resulting response of _θ(t). Notice that _θ(t) is slower than the assigned
speed υs(θ(t), t).
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6.3 Synchronizing multiple maneuvering systems

In this section, the dynamic gradient update law is decentralized by using
individual path variables θi for each vessel. The objective is again formation
control of r vessels with dynamics given by (6.7). For simplicity we disregard
the disturbances and set δ1i(t) = δ2i(t) ´ 0.

The path for the FRP and the designated positions for each vessel is set
up the same way as shown in Section 6.1.2; however, by using individual
path variables the path for each vessel becomes ξi(θi) = ξ(θi) + R(θi)e

f li,
i = 1, . . . , r. It is assumed that the paths ξi(θi) 2 C2 and their …rst and
second partial derivatives are bounded in Rm, and when θ1 = θ2 = . . . = θr
then all vessels are in formation.

We let the speed assignment for _θi be υi(θ, t)where θ := col(θ1, θ2, . . . , θr)
2 Rr. According to Section 2.4.3, this gives for instance the possibility to
use a function π(θ) = π(θ1, . . . , θr) 2 R and υi(θ, t) = υs(π(θ), t). Neverthe-
less, the speed assignments υi(θ, t) 2 C1 and their …rst partial derivatives
are assumed bounded in θ and t.

6.3.1 Control Design

The control design follows the backstepping methodology proposed in Sec-
tion 4.1. In the two steps of backstepping, an individual maneuvering design
is performed for each vessel. Accordingly, the state transformation

z1i =z1i(x1i, θ) := yi ¡ ξi(θi) = hi(x1i) ¡ ξi(θi) (6.42)

z2i =z2i(xi, θ, t) := x2i ¡ α1i(x1i, θ, t) (6.43)

ωi :=υi(θ, t) ¡ _θi (6.44)

is de…ned, using

α1i = α1i(x1i, θ, t) = G¡1
1i (hx1i

i )¡1[A1iz1i ¡ hx1i
i f1i + ξθi

i (θi)υi(θ, t)] (6.45)

where A1i are Hurwitz design matrices. De…ne the vectors υ(θ, t) :=
col(υ1(θ, t), . . . , υr(θ, t)) 2 Rr and ω := col(ω1, . . . , ωr) 2 Rr such that

_θ = υ(θ, t) ¡ ω, (6.46)

and let εi be the i’th Cartesian coordinate vector such that θi = ε>i θ. Then
the Step 1 control Lyapunov functions (CLFs) V1i(x1i, θ) := z>1iP1iz1i have
the time derivatives

_V1i = ¡z>1iQ1iz1i + 2z>1iP1ihx1i
i G1iz2i + τ1iω (6.47)
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where τ1i(x1i, θ, t) := 2z>1iP1iξθi
i ε>i 2 R1£r are the Step 1 tuning functions.

Skipping some details, Step 2 results in the static part of the control
laws

ui = α2i(xi, θ, t) (6.48)

= G¡1
2i [A2iz2i ¡ P¡1

2i G>
1i (h

x1i
i )> P1iz1i ¡ f2i

+ αx1i
1i (G1ix2i + f1i) + αt

1i + αθ
1iυ]

and the closed-loops

_zi = Ai(x1i)zi + Bi(x1i, θ, t)ω (6.49)

Ai(x1i) :=
·

A1i hx1i
i G1i

¡P¡1
2i G>

1i (h
x1i
i )> P1i A2i

¸
, Bi(x1i, θ, t) :=

·
ξθi
i ε>i
αθ
1i

¸

where zi = col(z1i, z2i) and Aji are Hurwitz design matrices satisfying
PjiAji + A>

jiPji = ¡Qji. The corresponding CLFs with time derivatives
become

V2i(xi, θ, t) = V1i(x1i, θ) + z>2iP2iz2i = z>i Pizi (6.50)
_V2i = ¡z>1iQ1iz1i ¡ z>2iQ2iz2i + τ2iω = ¡z>i Qizi + τ2iω (6.51)

where Pi = diag(P1i, P2i), Qi = diag(Q1i,Q2i), and

τ2i(xi, θ, t) := τ1i(x1i, θ, t) + 2z>2iP2iαθ
1i 2 R1£r (6.52)

are the resulting tuning functions. It can be veri…ed that τ2i(xi, θ, t) =
¡V θ

2i(xi, θ, t).
When designing the update laws, it is now necessary to ensure both

synchronization of the θi variables as well as satisfying the speed assign-
ments. To make the presentation cleaner, we will collect all states and
functions into vector notation by de…ning x := col(x1, . . . , xr) 2 R2rm,
z := col(z1, . . . , zr) 2 R2rm, and the matrices A := diag(A1, . . . , Ar), B :=
col(B1, . . . , Br), P := diag(P1, . . . , Pr), and Q := diag(Q1, . . . , Qr). The
overall closed-loop incorporating all vessels is then

_z = A(x)z + B(x, θ, t)ω (6.53)
_θ = υ(θ, t) ¡ ω (6.54)

where the function ω = ω(x, θ, t) is yet to be assigned. Let the composite
CLF be V (x, θ, t) := V21(x1, θ, t) + ¢ ¢ ¢ + V2r(xr, θ, t), giving

V (x, θ, t) = z>Pz (6.55)
_V = ¡z>Qz ¡ V θ(x, θ, t)ω(x, θ, t) (6.56)
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where V θ(x, θ, t) = V θ
21(x1, θ, t) + ¢ ¢ ¢ + V θ

2r(xr, θ, t) = z(x, θ, t)>Pzθ(x, θ, t).
To prepare for synchronization of the θi variables, we de…ne the synchro-

nization constraint function for θ as

©p : Rr ! Rr¡1, p ¸ 1

©p(θ) =

2
6664

φ1(θ)
φ2(θ)
...

φr¡1(θ)

3
7775 =

2
6664

(θ1 ¡ θ2)p

(θ2 ¡ θ3)p

...
(θr¡1 ¡ θr)p

3
7775 (6.57)

where p is a power on the weight chosen by design, and the Jacobian ©θ
p 2

Rr¡1£r is

©θ
p (θ) =

2
6664

φθ1
1 φθ2

1 0 0 0
0 φθ2

2 φθ3
2 ¢ ¢ ¢ 0 0

...
. . .

...
0 0 0 ¢ ¢ ¢ φθr¡1

r¡1 φθr
r¡1

3
7775

¢

(6.58)

Note that the nullspace of ©θ
p has dimension 1 and is given by

N
³
©θ

p (θ)
´

= fn 2 Rr : n = k col(1, 1, . . . , 1), k 2 Rnf0gg . (6.59)

We will need the following lemma:

Lemma 6.1 Given ©p : Rr ! Rr¡1, let ª(θ) := ©θ
p (θ)>¤©p (θ) 2 Rr

where ¤ = ¤> > 0 is a weight matrix. Then ª(θ) = 0 i¤ ©p (θ) = 0. For
each pair 0 < δ0 < ¢0 there exist δ1,¢1 > 0 such that

δ0 · j©p(θ)j · ¢0 ) δ1 · jª(θ)j · ¢1. (6.60)

Proof. If ©p (θ) = 0 then clearly ª = 0. To prove the other direction,
note …rst that ©p(c1) = 0, 8c 2 R, where 1 = col(1, 1, . . . , 1). Assume that
ª = 0 but ©p (θ) 6= 0. Hence, θ 6= c1 for any c 2 R. From the struc-
ture of ©θ

p(θ) we get that ©θ
p(θ)θ = p©p (θ) . Hence, for θ 6= 0 we get

1
pθ>ª = ©p (θ)> ¤©p (θ) = 0 ) ©p (θ) = 0 since ¤ = ¤> > 0, and
this is a contradiction.
The upper bound on jª(θ)j is obvious since j©p(θ)j · ¢0 )

¯̄¯̄
©θ

p (θ)
¯̄¯̄

<
¢ for some ¢. For the lower bound, de…ne v(θ) = col((θ1 ¡ θr), (θ2 ¡
θr), . . . , (θr¡1¡θr), 0) 2 Rr. Then ©θ

p(θ)v(θ) = p©p(θ). Note that j©p(θ)j ·
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¢0 ) jv(θ)j = jv(θ)j2 · cp jv(θ)j2p · cp¢
1/p
0 where cp relates the 2p-norm

to the 2-norm. This gives

cp¢
1/p
0 jª(θ)j ¸

¯̄
¯v(θ)>

¯̄
¯ jª(θ)j ¸

¯̄
¯v(θ)>ª(θ)

¯̄
¯

=
¯̄
¯p©p (θ)>¤©p (θ)

¯̄
¯ ¸ pλm j©p (θ)j2

¸ pλmδ20

jª(θ)j ¸ λm
p
cp

δ20
¢1/p

0

=: δ1. (6.61)

Synchronizing θ1 = θ2 = . . . = θr is now equivalent to the constraint
©p(θ) = 0. The formation maneuvering problem with synchronization is
therefore solved by rendering the set

M =
©
(z, θ, t) 2 R2rm £ Rr £ R¸0 : z = 0, ©p(θ) = 0

ª
(6.62)

UGAS under the additional requirement that (z, θ, t) 2 M ) ω = 0 to
satisfy the speed assignments.

De…ne the “synchronization CLF”

Vs(x, θ, t) = V (x, θ, t) +
1
2
©p(θ)>¤©p(θ) (6.63)

where ¤ = ¤> > 0 is a weight matrix. The derivative of Vs with respect to
time becomes

_Vs = _V + ©p (θ)>¤©θ
p (θ) _θ (6.64)

= ¡z>Qz ¡ V θ(x, θ, t)ω(x, θ, t) + ©p (θ)>¤©θ
p (θ) (υ(θ, t) ¡ ω)

= ¡z>Qz + ©p (θ)>¤©θ
p (θ) υ(θ, t)

¡
h
V θ(x, θ, t) + ©p (θ)>¤©θ

p (θ)
i
ω(x, θ, t),

which has two sign inde…nite terms. For the term ©p (θ)>¤©θ
p (θ)υ(θ, t),

notice that υ(θ(t), t) 2 N
¡
©θ

p (θ(t))
¢
for all t ¸ 0 will ensure that this term

vanishes. Hence, the logical requirement of equal speed assignment (for the
FRP) among all vessels falls directly out of the equation. We will return
later with a discussion for how to achieve this.
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For the second sign inde…nite term in (6.64), notice …rst that V θ(x, θ, t)+
©p (θ)>¤©θ

p (θ) = V θ
s (x, θ, t). Motivated by the gradient algorithms de-

scribed in earlier sections, we choose

ω(x, θ, t) = ¡
h
V θ(x, θ, t) + ©p (θ)>¤©θ

p (θ)
i>

= ¡V θ
s (x, θ, t)> (6.65)

where ¡ = ¡> > 0 is a gain matrix. The …nal derivative of Vs along the
solutions of the closed-loop system becomes

_Vs = ¡z>Qz ¡ V θ
s (x, θ, t)¡V θ

s (x, θ, t)>, (6.66)

and this gives the result:

Theorem 6.2 The overall closed-loop formation maneuvering system

_z = A(x)z + B(x, θ, t)¡V θ
s (x, θ, t)>

_θ = υ(θ, t) ¡ ¡V θ
s (x, θ, t)>

(6.67)

is forward complete and solves the formation maneuvering problem, that is,
the set (6.62) is UGAS.
Proof. Clearly, the speed assignment is satis…ed in M since V θ

s (x, θ, t) =
V θ(x, θ, t) + ©p (θ)>¤©θ

p (θ) = 0, 8(z, θ, t) 2 M. Let Z := col(z, ©p (θ)).
For the Lyapunov function (6.63) we have the bounds p1 jZj2 · Vs · p2 jZj2
and _Vs · ¡λmin(Q) jzj2 where p1 = min(λmin(P ), 0.5λmin(¤)) and p2 =
max(λmax(P ), 0.5λmax(¤)). This implies that for all t in the maximal inter-
val of existence [0, T ),

jZ(t)j ·
r

p2
p1

jZ(0)j . (6.68)

Consequently, by the smoothness assumption on the plant and boundedness
of the path signals, the speed assignment signals, and z, implies that the
right-hand side of (6.67) is bounded on the maximal interval of existence
(constructing the smooth transformation x = ¨(z, θ, t) resulting from back-
stepping will explicitly show this). This rules out …nite escape times so that
T = 1. It is veri…ed that j(z, θ, t)jM = jZj . Hence, (6.68) shows that M is
UGS according to De…nition A.8. Let

ϕ(z, θ, t) := z>Qz +
³
z>Pzθ + ª(θ)>

´
¡

³
z>Pzθ + ª(θ)>

´>
(6.69)

such that _Vs = ¡ϕ(z, θ, t). The claim is that ϕ(z, θ, t) is positive de…nite
with respect to Z. If this is true, then it follows from Theorem A.10 that
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(6.62) is indeed UGAS with respect to (6.67). The following reations, using
Lemma 6.1, verify the claim:

(i) z = 0, ©p (θ) = 0 ) ϕ(z, θ, t) = 0
(ii) jzj ¸ δ0 ) jϕ(z, θ, t)j ¸ λmin(Q)δ20

(iii) z = 0, j©p (θ)j ¸ δ0 ) jª(θ)j ¸ δ1 ) jϕ(z, θ, t)j ¸ λmin(¡)δ21.

Remark 6.1 In Skjetne et al. (2003), Matrosov’s Theorem was applied to
show UGAS in the previous theorem. This is, however, not necessary since
_Vs is in fact negative de…nite.

Constructing the speed assignments

The restriction that υ(θ(t), t) must for all t ¸ 0 be in the null-space of
©θ

p (θ(t)) means that for all t ¸ 0, then υ1(θ(t), t) = υ2(θ(t), t) = . . . =
υr(θ(t), t) must hold. Recall that the speed assignment υi(θ, t) sets the de-
sired path speed for the FRP for Vessel i. When the vessels are synchronized,
these desired path speeds should obviously be the same. The main problem
occurs in the initial state when the vessels are not synchronized since for
θ1 6= θ2 then υs(θ1, t) may not be equal in value to υs(θ2, t).

One way to circumvent this is to let all speed assignments be the same
and only depend on time, that is, υi(θ, t) = υs(t) for all i = 1, . . . , r. This
may, however, be too restrictive. Other choices can also be made depending
on the shape of the path and how it is parametrized. An attractive method
is to parametrize ξ(¢) for the FRP in terms of path length. θi will then have
unit ‘meter ’ and a common speed assignment υs(t) will directly correspond
to a desired tangential velocity in ‘m/s’ along the path.

A promising method was proposed in the Example in Section 2.4.3. The
suggestion was to use a common speed assignment υi(θ, t) = υs(π(θ), t) for
all i = 1, . . . , r, where π(θ) is any desired function of the path variables. For
instance,

π (θ) =
1
r

(θ1 + θ2 + . . . + θr) (6.70)

will let υs(π, t) depend on the average value of the path variables. Another
alternative, if the formation has a leader vehicle with, say, index 1, is to let
π (θ) = θ1.
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Decentralized controller realizations

In Theorem 6.2 it is established that all θi variables will synchronize so
that the formation maneuvers along the path as desired. Letting ¡ =
diagfγ1, . . . , γrg, then from (6.48) and (6.67), the individual controller real-
izations are

ui = α2(xi, θ, t)
_θi = υi(θ, t) ¡ γi

n
ε>i V θ(x, θ, t)> + ε>i ©θ

p (θ)>¤©p (θ)
o

. (6.71)

For ¤ = diagfλ1, . . . , λr¡1g then it follows further that ε>i ©θ
p (θ)>¤©p (θ) =

pλi (θi ¡ θi+1)2p¡1 ¡ pλi¡1 (θi¡1 ¡ θi)2p¡1 with λ0 = λr = θ0 = θr+1 = 0.
Note that the term ε>i V θ(x, θ, t)> may require states xj of vessels other

than Vessel i, and thus resulting in an undesired communication of vessel
states. The reason is that υi was allowed to depend on the θj ’s of all vessels
such that V θ(x, θ, t) = V θ

21(x1, θ, t) + ¢ ¢ ¢ +V θ
2r(xr, θ, t). If we instead restrict

υi to only depend on θi, that is, υi = υi(θi, t), then we get V θ(x, θ, t) =
row(V θ1

21 (x1, θ1, t), . . . , V θr
2r (xr, θr, t)), and the modi…ed realizations become

_θi = υi(θi, t) ¡ γi

n
V θi
2i (xi, θi, t) + ε>i ©θ

p (θ)>¤©p (θ)
o

. (6.72)

This dynamic equation is seen to be a decentralized guidance law, depend-
ing only on the vessel’s own states together with all path variables. The
communication requirement in this latter case is to only transmit the r path
variables between the vessels.

It is observed from (6.72) that ¤ = 0 makes the gradient update law
for _θi identical to the gradient update law for maneuvering of a single ship
according to Chapter 5. On the other hand, in the limit as jj¤jj ! 1, the
θi’s will be identically synchronized and yield the exact same responses as
obtained for the common θ formation control procedure in Section 6.2.

6.3.2 Case study 2: Underway Replenishment Between Three
Ships

As an illustration to the synchronization procedure, we consider again a
rendezvous maneuvering operation between three o¤shore supply vessels.
The equations of motion in surge, sway, and yaw for each ship is given
by (6.37), but for simplicity we assume w(t) ´ 0. In this illustration, two
ships are of length L = 76m and mass m = 6 ¢106 kg, and one ship is larger,
L = 100m and m = 7 ¢106 kg. Their nondimensional (Bis-scaled) coe¢cients
are given by (6.38).
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Figure 6.8: Italian supply ship “Vesuvio” refueling two ships at sea. Cour-
tesy: Hepburn Engineering Inc.

Given a path ξi(θi) and a speed assignment υi(θi, t) for each vessel, the
maneuvering design yields the following signals

z1i := ηi ¡ ξi(θi)
z2i := νi ¡ α1i

α1i = R(ψi)>[A1iz1i + ξθi
i (θi)υi(θi, t)], _α1i = σ1i + αθi

1i
_θi

σ1i = _R>Rα1i + R>[A1iRνi + ξθi
i υt

i]
αθi
1i = R>[¡A1iξθi

i + ξθ2i
i υi + ξθi

i υθi
i ]

V θi
i = ¡2z>1iP1iξθi

i ¡ 2z>2iP2iαθi
1i

fi = Mi[¡P¡1
2i R(ψi)>P1iz1i + A2iz2i + M¡1

i Diνi + σ1i + αθi
1iυs]

where fi is the control law. The synchronization constraint function is given
by

©p(θ) =
·

φ1(θ)
φ2(θ)

¸
=

·
(θ1 ¡ θ2)p

(θ2 ¡ θ3)p

¸
(6.73)

which has the Jacobian

©θ
p(θ) = p

·
(θ1 ¡ θ2)p¡1 ¡(θ1 ¡ θ2)p¡1 0

0 (θ2 ¡ θ3)p¡1 ¡(θ2 ¡ θ3)p¡1

¸

¢

To ensure that υ(θ, t) 2 N
¡
©θ

p (θ(t))
¢
for all t ¸ 0 we let υ1 = υ2 = υ3 =

υs = constant. The path will be parametrized in terms of path length so
that the speed assignment for the FRP will correspond to a desired path
speed in ‘m/s’ along the path. The guidance law for Vessel i becomes

_θi = υs ¡ γi[V
θi
i + pλi (θi ¡ θi+1)2p¡1 ¡ pλi¡1 (θi¡1 ¡ θi)2p¡1] (6.74)

where λ0 = λ3 = θ0 = θ4 = 0.
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Simulation

The aim of the simulation is to verify the synchronization property of the
maneuvering controllers. The path for the FRP is a circle

ξ(θi) =

2
4

xd(θi)
yd(θi)
ψd(θi)

3
5 =

2
66664

r cos(
³

θi
r

´

r sin
³

θi
r

´

arctan
µ

yθi
d (θi)

xθi
d (θi)

¶

3
77775

where r = 1200m. The designation vectors are l1 = [0, ¡150, 0]>, l2 =
[0, 0, 0]>, and l3 = [0, 150, 0]>, which means that the FRP coincide with
Ship 2. The speed assignments will be a desired surge speed which starts
out with υs = 6ms¡1. At time t = 500 s the formation chief sets the new
formation speed to υs = 10ms¡1. The other controller parameters are set as:
A11 = A13 = ¡diag(0.2, 0.2, 0.2), A12 = ¡diag(0.1, 0.1, 0.1), A21 = A23 =
¡diag(0.4, 0.4, 0.4), A22 = ¡diag(0.2, 0.2, 0.2), P1i = diag(0.2, 0.2, 1), P2i =
diag(10, 10, 40), γi = 5, ¤ = 0.008I, and p = 1.

Initial conditions were η1(0) = [1350, 0, π
2 ]>, η2(0) = [1109, ¡459, π

2 ]>,
η3(0) = [742,¡742, π

2 ]>, ν1(0) = ν2(0) = ν3(0) = [0, 0, 0]>, and θ(0) = 0.
Figure 6.9 shows the output response of the vessels. Within one revo-

lution along the path, the vessels are synchronized. This is also veri…ed in
Figure 6.10 where j©1(θ(t))j is plotted. Clearly, after an initial transient, the
synchronization constraint function converges to zero. The surge velocities
are seen in Figure 6.11 to comply with the speed assignment for the FRP
and the individual designations of the vessels. It should be remarked that
no saturation limits have been implemented so that the response times are
somewhat unrealistic.

It should further be remarked that the scenario of thrust failure described
in the case study for the previous design also works for the synchronization-
based controller. However, the error that arise in the speed assignment in
this case, will propagate to a steady-state error in the synchronization term
©1(θ). Larger ¤ will reduce this error. Alternatively, one can introduce
integral feedback (Skjetne and Fossen; 2004) from _s = ©p(θ) in the update
law for _θ. Though the theoretical aspects of this is not analyzed, simulation
has shown that it may completely eliminate the synchronization error if
tuned properly.
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Figure 6.9: Simulation of 3 o¤shore supply vessels in a rendezvous formation.
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Figure 6.10: Time response of j©1(θ(t))j which shows that synchronization
is successful.
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Conclusion

In this thesis we have developed theory around a new problem statement
de…ned by The Maneuvering Problem and The Maneuvering Control Objec-
tive in Chapter 2. The theoretical contributions include constructive control
designs, analysis, and applications with experimental results.

The Maneuvering Problem was de…ned as solving a Geometric task and a
Dynamic task. The geometric task was to converge to, and stay on, a desired
path parametrized by θ, whereas the dynamic task was to satisfy a desired
dynamic behavior along the path, usually speci…ed as a speed assignment
for _θ. To check feasibility of these tasks for a speci…c system, a feasibility
constraint di¤erential equation in θ should be derived. The geometric task
was feasible if this di¤erential equation has a solution θ¤ for an admissible
control input, and the dynamic task was feasible if θ¤ additionally satis…ed
the dynamic assignment.

It was further shown that the maneuvering problem implied the exis-
tence of a globally attractive, forward invariant manifold in the state space
to which the solutions must converge. In, for instance, the cutting tool design
example in Section 2.4, the ‡exibility of picking a suitable path parametriza-
tion and constructing the speed assignment were shown to be powerful tools
to satisfy the design speci…cations.

In Chapter 3, a design procedure using feedback linearization was pre-
sented that solved the maneuvering control objective and made the closed-
loop system UGES with respect to the noncompact set representing the
desired manifold. This was achieved by constructing a static control law
that was tied together with a dynamic update law in order to render the
time derivative of the control Lyapunov function (CLF) negative de…nite in
the distance to the set.

It was further shown in Chapter 3 that the dynamic update laws, called
the Gradient or Filtered-gradient update laws, included an inherent gra-
dient optimization algorithm. The resulting dynamic controller consisted
therefore of a stabilization algorithm that drives the state x(t) to the point
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ξ(θ(t)) on the path, and a dynamic optimization algorithm that selects the
point ξ(θ) on the path that minimizes the weighted distance between x and
ξ. The fast optimization algorithm was analyzed by singular perturbation
techniques, and it was shown that increasing the gain µ induces a two-time
scale behavior of the closed-loop plant. In the fast time-scale θ(t) rapidly
converges to the minimizer, and in the slow time-scale, x(t) is driven to-
wards the path. These properties was further used, in an example, to claim
near forward invariance and near stability of the unit circle for a double
integrator plant.

With the most important aspects and subtleties explained using feedback
linearizable systems in Chapter 3, we embarked on designs for uncertain
systems in Chapter 4. ISS and adaptive backstepping maneuvering designs
were both conducted. As compared to traditional backstepping designs for
tracking, it was shown that the maneuvering design recursively constructed
a maneuvering tuning function that was …nally dealt with in the end by
the choice of an update law. This tuning function was indeed shown to be
the gradient of the corresponding CLF with respect to θ, and the update
laws were therefore again of the gradient or …ltered-gradient types with the
same performance properties as analyzed in Chapter 3. In the sliding-mode
design, a maneuvering control law was …rst designed for the nominal part
of the plant, and then traditional sliding-mode techniques were used to deal
with the uncertain part and develop the overall control law.

The maneuvering designs were experimentally tested for a real model
ship in a marine control laboratory. This work was presented in Chapter 5
(and Appendix B). The ability to online adjust the forward speed of the ship
along the path was easily achieved by constructing the speed assignment
properly. To highlight the performance property of the gradient update
law, a comparison between a tracking-based controller and a gradient-based
controller was done for the adaptive backstepping design. Signi…cant results
were in this case obtained in the event of a saturation failure in the ship.

In Chapter 5, a maneuvering design based on a nonlinear PID technique
was also developed and tested. However, using the gradient update law in
the experiments for the nonlinear PID resulted sometimes in failure. The
reason was traced to the minima structure of the Lyapunov cost function,
and it was shown that perturbations in the path following performance could
create local and global minima close to each other with the result that θ(t),
through the gradient optimization algorithm, could jump between them and
consequently cause large transients in the system.

Finally, Chapter 6 proposed two maneuvering designs solving a forma-
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tion control problem. This was achieved by designating each vessel of the
formation a position relative to a Formation Reference Point (FRP). Set-
ting this up as a maneuvering problem for the FRP would then solve the
formation objective.

Two formation control designs were proposed. The …rst developed de-
centralized control laws and a centralized dynamic guidance law, which in-
corporated the gradient update law, to solve the problem. In this case, the
point along the path ξ(θ(t)) for the FRP was selected based on the state of
all vessels. This means that a function of the weighted distance of all ves-
sels to their designated positions were minimized with respect to a common
θ. A simulation showed that if one vessel failed to satisfy the commanded
speed for the formation, this would then a¤ect the progression of all vessels
along the path due to the gradient minimization. In the second design, the
guidance law was further decentralized in order to reduce communication
demands. This was achieved by using individual path variables θi and syn-
chronizing these using an additional synchronization term in the individual
update laws. When implemented, this would require for Vessel i, in mini-
mum, only the knowledge of θi¡1 and θi+1 (i.e. its neighbors) in order to
achieve synchronization.

From a practical point of view, the maneuvering problem may have some
impact due to the simplicity of systematically approaching control problems
as two separate tasks that are combined in the control law. This methodol-
ogy di¤ers in this respect from trajectory tracking where both tasks are com-
bined priorly in the design of the desired trajectory and, as a consequence,
looses ‡exibility. With the two-task approach of the maneuvering problem,
one can individually design the desired path and the desired dynamic as-
signment along the path, and it is therefore a convenient solution to many
practical problems for vehicle path following, formation control, rendezvous
operations, etc. Chapter 2 gave, for instance, an algorithm for generating
a feasible path for a ship from the speci…cation of some way-points. By
adding some more intelligence into the path-generating algorithm, one can
additionally take into account constraints such as sea depth, stationary or
moving obstacles, and weather forecast. The desired speed along the path
is approached as a separate task, and for the ship experiments it was even
shown that the speed could be set online by the vessel operator.

Ideally, the maneuvering problem is applicable to any control problem
where the output should be constrained to a one-dimensional trajectory
in the output space. It also makes some synchronization problems easier to
handle, since synchronizing two scalar variables θ1 and θ2 inside a (guidance)
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computer can be easier than synchronizing two n-DOF output states η1 and
η2 by direct control action.

Some aspects of maneuvering are yet to be analyzed. For instance, a
deeper analysis of the e¤ect of perturbations on the gradient minimization is
necessary. In some sense we have claimed that using the gradient update law
will robustify the closed-loop system with respect to failures. The ‘failure’
referred to here is such as the saturation failure in Section 5.3.3, in which case
the ship would still manage to follow the path despite the infeasibly assigned
speed. However, the nonlinear PID experiment in Section 5.5.3 showed that
a small loss of position and heading would cause θ to jump between local
minima due to the dynamic gradient optimization, and thus cause large
transients. The di¤erences in those two experiments lies with the shape
of the Lyapunov cost function and its minima structure. Consequently,
conditions for when the gradient algorithm is su¢ciently robust with respect
to perturbations should be developed.

Another issue is to derive a method where any desired cost function can
be used, not only the applied Lyapunov function. In this case it would
be easier to guarantee robustness of the gradient algorithm based on the
convexity properties of the chosen cost function.

The maneuvering theory presented in this thesis has inspired ideas and
creative thinking beyond the reported material of this thesis. It is further the
hope of the author that more applications, new control problem setups, new
designs, and more analysis, based on the maneuvering concepts presented in
this thesis, can and will be addressed by control researchers in the future.
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Appendix A

Stability tools

In this appendix we will give a treatment of important tools for analyzing
stability in the designs presented in the main chapters of this thesis. This
inludes both stability of equilibria and the more general concept of set-
stability. A variety of references are used where the most important are Lin
(1992); Lin et al. (1995); Sontag and Wang (1995a); Lin et al. (1996); Teel
and Praly (2000); Teel (2002); Khalil (2002).

A.1 Ordinary di¤erential equations

Consider the time-varying ordinary di¤erential equation1

_x = f(x, t) (A.1)

where for each t ¸ 0 the vector x(t) 2 Rn is the state.
To ensure existence and uniqueness of solutions, f is assumed to satisfy

the following properties (Teel; 2002): For each starting point (x0, t0) 2 Rn £
R and each compact set X £ T containing (x0, t0) then:

² for all (x, t) 2 X £ T , the function f(¢, t) is continuous and f(x, ¢) is
piecewise continuous,

² there exists L > 0 such that

jf(x, t) ¡ f(y, t)j · L jx ¡ yj , 8(x, y, t) 2 X £ X £ T ,
1Since the vector x in reality is a function of time, the notation _x(t) = f(x(t), t) would

perhaps be more precise than (A.1). However, to indicate that t in (A.1) is an explicit
time-variation in the system, the notation without the time argument for the states is
chosen.
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² f is bounded on X £ T .

This will ensure that there exists T > t0 ¸ 0 such that there is one and
only one solution of (A.1) on [t0, T ]. Often we simply assume that f(¢, ¢) is
smooth which implies all the above conditions.

Let x(t, t0, x0) denote the solution of (A.1) at time t with initial time
and state x(t0) = x0 where 0 · t0 < 1. If there is no ambiguity from
the context, the solution is simply written as x(t) with the initial state x0
at time t0. The solution is de…ned on some maximal interval of existence
(Tmin(x0), Tmax(x0)) where Tmin(x0) < t0 < Tmax(x0). The system (A.1) is
said to be forward complete if Tmax(x0) = +1 for all x0, backward complete
if Tmin(x0) = ¡1 for all x0, and complete if it is both forward and backward
complete (Lin et al.; 1996).

A solution is an absolutely continuous function satisfying x(t0, t0, x0) =
x0 and:

² x(¢, t0, x0) is di¤erentiable a.e. on (Tmin, Tmax) ,

² d
dtx(t, t0, x0) = f(x(t, t0, x0), t) is Lesbegue integrable on (Tmin, Tmax) ,

² x(t, t0, x0) ¡ x0 =
R t
t0

d
dtx(τ, t0, x0)dτ =

R t
t0 f(x(τ, t0, x0), τ)dτ.

A convenient but crude way to ensure forward completeness is:

Proposition A.1 (Teel; 2002) Suppose the function f : Rn £ R¸0 ! Rn

satis…es the above conditions for existence and uniqueness of solutions. Sup-
pose also that f(¢, ¢) satis…es a global sector bound, that is, 9L ¸ 0 and c ¸ 0
such that 8(x, t),

jf(x, t)j · L jxj + c.

Then all solutions are de…ned for all t ¸ t0.

To prove this proposition, a di¤erential version of the Gronwall-Bellman
lemma is needed:

Lemma A.2 Let y : R ! R be absolutely continuous and satisfy

_y(t) · a(t)y(t) + b(t), a.e. t 2 [t0, t1] (A.2)

where a(t), b(t) are continuously di¤erentiable functions that satisfy _a(t)b(t)¡
a(t)_b(t) = 0 and 0 < a0 · ja(t)j < 1 for some a0 and jb(t)j < 1,
8t 2 [t0, t1]. Then,

y(t) ·
µ

y(t0) +
b(t0)
a(t0)

¶
exp

µZ t

t0
a(s)ds

¶
¡ b(t)

a(t)
, 8t 2 [t0, t1]. (A.3)
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If b ´ 0 then the above constraints can be relaxed and a(t) needs only be
locally integrable to give

y(t) · y(t0) exp
µZ t

t0
a(s)ds

¶
, 8t 2 [t0, t1]. (A.4)

Furthermore, when a, b are constants, the result is

y(t) ·
µ

y(t0) +
b
a

¶
exp (a(t ¡ t0)) ¡ b

a
. (A.5)

Proof. Consider the di¤erentiable function

η(t) :=
µ

y(t) +
b(t)
a(t)

¶
exp

µ
¡

Z t

t0
a(s)ds

¶
. (A.6)

In view of (A.2) and the constraints, di¤erentiation gives

_η(t) =

Ã
_y(t) +

_b(t)a(t) ¡ b(t) _a(t)
a(t)2

!
exp

µ
¡

Z t

t0
a(s)ds

¶

¡ a(t)
µ

y(t) +
b(t)
a(t)

¶
exp

µ
¡

Z t

t0
a(s)ds

¶

= ( _y(t) ¡ a(t)y(t) ¡ b(t)) exp
µ

¡
Z t

t0
a(s)ds

¶

· 0. (A.7)

This implies that η(t) · η(t0), 8t 2 [t0, t1] so that when substituting the
de…nition for η(¢) and using that exp

³
¡

R t
t0

a(s)ds
´

> 0 gives (A.3). When
b ´ 0, then the fraction b/a in (A.6) vanishes so that the same result follows
by only a locally integrable function a(¢).

Proof of Proposition A.1: Consider y := jxj =
p

x>x which is
continuously di¤erentiable on Rnnf0g. Suppose that a solution x(t, t0, x0)
of _x = f(x, t) escapes at the …nite time T > t0. Then, for each M < 1
there exists τ 2 [t0, T ) such that jx(τ, t0, x0)j > M. Di¤erentiating y with
respect to time gives for each compact time interval [t1, t2] ½ [t0, T ), with
x(t) 6= 0 8t 2 [t1, t2],

_y(t) =
d
dt

jx(t, t1, x1)j =
x(t, t1, x1)>f(x(t, t1, x1), t)

jx(t, t1, x1)j
· Ly(t) + c
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where x1 := x(t1, t0, x0). In view of Lemma A.2 this implies that

jx(t, t1, x1)j ·
³
jx1j +

c
L

´
eL(t¡t1) ¡ c

L
, 8t 2 [t1, t2].

By picking M >
¡
jx1j + c

L

¢
eL(T¡t1) ¡ c

L this last inequality implies that no
τ 2 [t0, T ) can be found so that jx(τ, t0, x0)j > M. By contradiction it follows
that T = 1.

Some convenient classes of functions are next de…ned. These are instru-
mental in nonlinear control theory.

De…nition A.3 A function α : R¸0 ! R¸0 with α(0) = 0 is positive semi-
de…nite if α(s) ¸ 0 for s > 0 and positive de…nite if α(s) > 0 for s > 0. It
belongs to class-K (α 2 K) if it is continuous, α(0) = 0, and α(s2) > α(s1),
8s2 > s1, and it belongs to class-K1 (α 2 K1) if in addition lims!1 α(s) =
1. A function β : R¸0 £ R¸0 ! R¸0 belongs to class-KL (β 2 KL) if for
each …xed t ¸ 0, β(¢, t) 2 K, and for each …xed s ¸ 0, β(s, ¢) is nonincreasing
and limt!1 β(s, t) = 0.

An equilibrium point xe 2 Rn of (A.1) at t = t0 is a point such that
f(xe, t) = 0, 8t ¸ t0. Such an equilibrium can always be shifted to the
origin, giving the following stability de…nitions:

De…nition A.4 For the system (A.1), the origin x = 0 is:

² Uniformly Stable (US) if there exists δ(¢) 2 K1 such that for any
ε > 0,

jx0j · δ(ε), t ¸ t0 ¸ 0 ) jx(t, t0, x0)j · ε. (A.8)

² Uniformly Globally Asymptotically Stable (UGAS) if it is US and
Uniformly Attractive (UA), that is, for each ε > 0 and r > 0 there
exists T > t0 ¸ 0 such that

jx0j · r, t ¸ T ) jx(t, t0, x0)j · ε. (A.9)

The following comparison principle (Lin et al.; 1996, Lemma 4.4) is also
useful, especially in proving asymptotic stability by Lyapunov arguments
and KL-estimates:
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Lemma A.5 For each continuous positive de…nite function α there exists
a KL-function βα(s, t) with the following property: if y(¢) is any (locally)
absolutely continuous function de…ned for each t ¸ t0 ¸ 0 and with y(t) ¸ 0,
8t ¸ t0, and y(¢) satis…es the di¤erential inequality

_y(t) · ¡α(y(t)), a.a. t ¸ t0 (A.10)

with y(t0) = y0 ¸ 0, then it holds that

y(t) · βα(y0, t ¡ t0), 8t ¸ t0. (A.11)

Proof. See Lin et al. (1996, Lemma 4.4).

A.2 Set-stability

Often we will consider more general attractors than the compact equilibrium
set Ae = fx 2 Rn : x = xeg. Such attractors will be closed subsets of the
state space. They can be compact or noncompact sets. In order to measure
the distance away from the set, the “distance to the set A function” is
de…ned as

jxjA := d (x;A) = inf fd(x, y) : y 2 Ag (A.12)

where the point-to-point distance function is here simply taken as the Euclid-
ean distance d(x, y) = jx ¡ yj . Stability of the set is then determined in
terms of bounds on the distance function.

In this framework, as shown by Teel and Praly (2000), we can consider
the explicit time dependence of t 7! f(x, t) in (A.1) as a state with its own
dynamics and analyze stability of an augmented system with respect to a
noncompact set in which t is free. For clarity, for this purpose we use the
variable p, that is, the extended-state dynamic system becomes

_z =
d
dt

·
x
p

¸
=

·
f(x, p)

1

¸
=: g(z) z0 =

·
x0
t0

¸
. (A.13)

Correspondingly, the time variable for the new extended-state system will
be denoted by t with initial time t = 0. Notice that, in particular, p(t) =
t + t0 for all t ¸ 0 and consequently f(¢, p(t)) for t ¸ 0 is equal to f(¢, t)
for t ¸ t0 ¸ 0. According to Lin (1992, Lemma 5.1.1) it follows that
x(t, t0, x0) is a solution of (A.1) for t ¸ t0 ¸ 0 if and only if z(t, z0) :=
col (x(t + t0, t0, x0), t + t0) is a solution of (A.13) for t ¸ 0.

Stability of the origin x = 0 for (A.1) is captured by stability of the set
of points

A0 = f(x, p) 2 Rn £ R¸0 : x = 0g (A.14)
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for which the distance-to-the-set function becomes jzjA0 =
inffjz ¡ yj : y 2 A0g = jxj .

With this motivation in mind we can therefore, in general, use set-
stability analysis for time-invariant ODEs

_x = f(x) (A.15)

where x(t, x0) 2 Rn, 8t ¸ 0, is the solution with initial condition x0 = x(0).

De…nition A.6 A nonempty closed set A ½ Rn is a forward invariant
set for (A.15) if the system is forward complete and 8x0 2 A the solution
x(t, x0) 2 A, 8t ¸ 0.

For noncompact sets there is a possibility that a solution may escape to
in…nity in …nite time within the set. Forward completeness is therefore a
requirement in stability analysis of such sets. The tool called …nite escape-
time detectability through j ¢ jA is helpful:

De…nition A.7 (Teel; 2002) The system (A.15) is …nite escape-time de-
tectable through j ¢ jA if, whenever a solution’s maximal interval of existence
is bounded, that is, x(t, x0) is de…ned only on [0, T ) with T …nite, then
limt%T jx(t, x0)jA = 1.

This is equivalent to what is called the unboundedness observability prop-
erty in Mazenc and Praly (1994) by de…ning the output y = h(x) = jxjA.
Nevertheless, we will continue using …nite escape-time detectability to ensure
forward completeness of the system.

Stability de…nitions using ε¡ δ neighborhoods as in De…nition A.4 is, as
shown by Lin et al. (1996); Khalil (2002), equivalent to using class-K and
class-KL estimates. For stability of sets we have:

De…nition A.8 If the system (A.15) is forward complete, then for this sys-
tem a closed, forward invariant set A ½ Rn is:

1. Uniformly Globally Stable (UGS) if there exists a class-K1 function
ϕ such that, 8x0 2 Rn, the solution x(t, x0) satis…es

jx(t, x0)jA · ϕ (jx0jA) , 8t ¸ 0. (A.16)

2. Uniformly Globally Asymptotically Stable (UGAS) if there exists a
class-KL function β such that, 8x0 2 Rn, the solution x(t, x0) sat-
is…es

jx(t, x0)jA · β (jx0jA , t) , 8t ¸ 0, (A.17)
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3. Uniformly Globally Exponentially Stable (UGES) if there exist strictly
positive real numbers k > 0 and λ > 0 such that, 8x0 2 Rn, the
solution x(t, x0) satis…es

jx(t, x0)jA · k jx0jA e¡λt, 8t ¸ 0. (A.18)

When A is compact (for instance an equilibrium point), the forward
completeness assumptions is redundant since in this case the system is …nite
escape-time detectable through j ¢ jA, and the above bounds therefore imply
that solutions are bounded on the maximal interval of existence.

De…nition A.9 A smooth Lyapunov function for (A.15) with respect to a
nonempty, closed, forward invariant set A ½ Rn is a function V : Rn ! R¸0
that satis…es:

1. there exist two K1-functions α1 and α2 such that for any x 2 Rn,

α1(jxjA) · V (x) · α2(jxjA), (A.19)

2. there exists a continuous and, at least, positive semide…nite function
α3 such that for any x 2 RnnA,

V x(x)f(x) · ¡α3(jxjA). (A.20)

Note that when A is compact, the existence of α2 is a mere consequence
of continuity of V. We now have:

Theorem A.10 Assume the system (A.15) is …nite escape-time detectable
through j ¢ jA. If there exists a smooth Lyapunov function for the system
(A.15) with respect to a nonempty, closed, forward invariant set A ½ Rn,
then A is UGS with respect to (A.15). Furthermore, if α3 is strengthened to
a positive de…nite function, then A is UGAS with respect to (A.15), and if
αi(jxjA) = ci jxjrA for i = 1, 2, 3, where c1, c2, c3, r are strictly positive reals
with r ¸ 1, then A is UGES with respect to (A.15).

Proof. By integrating (A.20) along the solutions of x(t, x0) we get

V (x(t, x0)) ¡ V (x0) =
Z t

0

d
dt

fV (x(τ, x0))g dτ

=
Z t

0
V x(x(τ, x0))f(x(τ, x0))dτ

· ¡
Z t

0
α3(jx(τ, x0)jA)dτ · 0, t ¸ 0
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showing that V (x(t, x0)) · V (x0), and consequently that

jx(t, x0)jA · α¡11 (V (x(t, x0))) · α¡11 (V (x0)) · α¡11 (α2 (jx0jA)) (A.21)

for all t in the maximal interval of existence [0, T ). Suppose the system
escapes at a …nite time T > 0. From the …nite escape-time detectability
property, this means that for each M < 1 there exists t1 2 [0, T ) such
that jx(t1, x0)jA > M. Picking M > α¡11 (α2 (jx0jA)) contradicts that (A.21)
must hold 8t 2 [0, T ). Hence, T = 1 and the system is forward complete.
By de…ning ϕ (¢) := α¡11 (α2 (¢)) 2 K1, then (A.21) proves UGS according
to (A.16). Suppose next that α3(¢) is positive de…nite. From (A.19) and
(A.20) we have

d
dt

fV (x(t, x0))g · ¡α(V (x(t, x0)))

where α(¢) := α3(α¡12 (¢)) is positive de…nite. Let βα(¢, ¢) be the class-KL
function, corresponding to α, from Lemma A.5. This gives

V (x(t, x0)) · βα(V (x0), t), 8t ¸ 0
+

jx(t, x0)jA · α¡11 (V (x(t, x0))) · α¡11 (βα(V (x0), t))
· α¡11 (βα(α2(jx0jA), t)) =: β (jx0jA , t) , 8t ¸ 0,

where β 2 KL and UGAS follows from (A.17). In the last case we have that
αi(jxjA) = ci jxjrA for ci > 0 and r ¸ 1, and this gives

jx(t, x0)jA · r

r
1
c1

V (x(t, x0)) · r

r
1
c1

V (x0)e¡
c3
r t

· r

r
c2
c1

jx0jA e¡
c3
r t, 8t ¸ 0,

which shows UGES according to (A.18).

A.3 Set-stability for systems with inputs

Consider the system
_x = f(x, u) (A.22)

where x(t) 2 Rn, u(t) 2 Rm, 8t ¸ 0, and the map f : Rn £ Rm ! Rn is
smooth. The input u is a measurable, locally essentially bounded function
u : R¸0 ! Rm. The space of such functions is denoted Lm

1 with the norm
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jju[t0,1)jj := ess sup fu(t) : t ¸ t0 ¸ 0g . We use jjujj = jju[0,1)jj and let
jju[0,t]jj be the signal norm over the truncated interval [0, t]. For each initial
state x0 = x(0) 2 Rn and each u 2 Lm

1, let x(t, x0, u) denote the solution of
(A.22) at time t. If there is no ambiguity from the context, the solution is
simply written x(t).

For a nonempty closed set A ½ Rn we have:

De…nition A.11 The set A is called a 0-invariant set for (A.22) if, for the
associated “zero-input” system

_x = f(x, 0) =: f0(x), (A.23)

it holds that for each x0 2 A then x(t, x0, 0) 2 A for all t ¸ 0.

De…nition A.12 The system (A.22) is input-to-state stable (ISS) with re-
spect to a closed, 0-invariant set A if there exist β 2 KL and γ 2 K such that
for each u 2 Lm

1 and all initial states x0, the solution x(t, x0, u) is de…ned
for all t ¸ 0 and satis…es

jx(t, x0, u)jA · β (jx0jA , t) + γ
¡¯̄¯̄

u[0,t]
¯̄¯̄¢

(A.24)

for each t ¸ 0.

De…nition A.13 A smooth ISS-Lyapunov function for the system (A.22)
with respect to the closed set A is a smooth function V : Rn ! R¸0 that
satis…es:

1. there exist two class-K1 functions α1 and α2 such that for any x 2 Rn,

α1 (jxjA) · V (x) · α2 (jxjA) , (A.25)

2. there exist a class-K function α3 and a K1-function χ such that for
all x 2 Rn and u 2 Rm,

jxjA ¸ χ(juj) ) V x(x)f(x, u) · ¡α3 (jxjA) . (A.26)

For compact sets A, an equivalent representation of (A.26) is:

2.’ There exist two class-K1 functions α3 and α4 such that for all x 2 Rn

and u 2 Rm,

V x(x)f(x, u) · ¡α3 (jxjA) + α4 (juj) . (A.27)
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Note that (A.27) implies (A.26) for both compact and noncompact sets:

V x(x)f(x, u) · ¡α3 (jxjA) + α4 (juj)
+

V x(x)f(x, u) · ¡εα3 (jxjA)

for all jxjA ¸ α¡13

³
1

1¡εα4 (juj)
´

=: χ(juj) where ε 2 (0, 1). The converse

is a bit more technical (Sontag and Wang; 1995b, Remark 2.4) and not
generically true for noncompact sets (Sontag and Wang; 1995a, Remark
2.9).

These preliminaries now lead to the ISS su¢ciency theorem. Some pow-
erful converse results are found in Sontag and Wang (2000).

Theorem A.14 Assume the closed set A is 0-invariant for (A.22). If the
system (A.22) is …nite escape-time detectable through j ¢ jA and admits a
smooth ISS-Lyapunov function with respect to A, then it is ISS with respect
to A.

Proof. It follows from the bounds (A.25) and (A.26) that

8 jx(t)jA ¸ χ (jjujj) ) d
dt

fV (x(t))g · ¡α3
¡
α¡12 (V (x(t)))

¢
.

By Lemma A.5 this shows that V (x(t)) and, consequently, jx(t)jA are bounded
on the maximal interval of existence. By the …nite escape-time detectability
through j ¢ jA property it follows that the system is forward complete and the
solutions exist for all t ¸ 0. (The proof from here is the same as given in
Sontag and Wang (1995b, Lemma 2.14).) Let αi, i = 1, 2, 3 and χ be as in
De…nition A.13, 1. and 2. For an inital state x0 and input function u, let
x(t) = x(t, x0, u) be the corresponding trajectory of (A.22). De…ne the set
­ := fx : V (x) · α2 (χ(jjujj))g . If there exists t1 ¸ 0 such that x(t1) 2 ­,
then x(t) 2 ­ for all t ¸ t1. To prove this, assume otherwise. Then there
exist some t ¸ t1 and some ε > 0 such that V (x(t)) > α2 (χ(jjujj)) + ε. Let
t2 = infft ¸ t1 : V (x(t)) ¸ α2 (χ(jjujj)) + εg. Then jx(t2)jA ¸ χ (jjujj) such
that

_V (x(t2)) · ¡α3 (jx(t2)jA) · ¡α3
¡
α¡12 (V (x(t2)))

¢
< 0.

Hence, there must exist t 2 (t1, t2) so that α2 (χ(jjujj)) + ε · V (x(t2)) ·
V (x(t)) which contradicts minimality of t2.
To continue, let t3 = infft ¸ 0 : x(t) 2 ­g where t3 may be in…nite. For all
t ¸ t3 we have that V (x(t)) · α2 (χ(jjujj)) so that

jx(t)jA · α¡11 (V (x(t))) · α¡11 (α2 (χ(jjujj))) =: γ (jjujj) . (A.28)
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Moreover, for 0 · t < t3 then x(t) /2 ­ so that jx(t)jA ¸ χ(jjujj) and

_V (x(t)) · ¡α3 (jx(t)jA) · ¡α3
¡
α¡12 (V (x(t)))

¢
=: ¡α (V (x(t))) .

Let βα be the class-KL function from Lemma A.5 such that

V (x(t)) · βα (V (x0), t) , 8t 2 [0, t3).

De…ne β(s, t) := α¡11 (βα (α2 (s) , t)) 2 KL. Then for all 0 · t < t3 it
follows that

jx(t)jA · β (jx0jA , t) . (A.29)

Note that neither γ or β depends on the initial state x0 or the input function
u. Therefore, combining (A.28) and (A.29) gives

jx(t)jA · β (jx0jA , t) + γ (jjujj) (A.30)

for all t ¸ 0, and (A.24) follows by causality.

Corollary A.15 Suppose the system (A.22) is ISS with respect to a closed,
0-invariant set A. Then

lim
t!1

ju(t)j = 0 ) lim
t!1

jx(t)jA = 0. (A.31)

Proof. For each ε > 0, r > 0, and each input function u such that
limt!1 u(t) = 0, we need to show that there exists T = T (ε, r, u) > 0 such
that

jx0jA · r, t ¸ T ) jx(t, x0, u)jA · ε. (A.32)

Existence and uniqueness of solutions for all forward time implies that for
all 0 · t1 · t, a solution satis…es

x (t, x(0), u) = x (t, x(t1, x(0), u), u) a.e. (A.33)

This is veri…ed by integrating (A.22) to get

x (t, x(0), u) = x(0) +
Z t

0
f (x(s), u(s)) ds

= x(0) +
Z t1

0
f (x(s), u(s))ds +

Z t

t1
f (x(s), u(s))ds

= x(t1, x(0), u) +
Z t

t1
f (x(s), u(s)) ds

= x (t, x(t1, x(0), u), u) a.e. t ¸ t1 ¸ 0.
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Moreover, for each initial state x0 and input function u, ISS guarantees a
uniform bound c = c (x0, u) > 0 such that

jx(t, x0, u)jA · β (jx0jA , t) + γ (jjujj) · c (x0, u) . (A.34)

Pick t1 ¸ 0 such that γ
¡¯̄¯̄

u[t1,1)
¯̄¯̄¢

· ε
2 , and T ¸ t1 such that β (c, t ¡ t1) ·

ε
2 for all t ¸ T. This gives

jx(t, x0, u)jA = jx (t, x(t1, x0, u), u)jA
· β (jx(t1)jA , t ¡ t1) + γ

¡¯̄¯̄
u[t1,1)

¯̄¯̄¢
, 8t ¸ t1

· β (c (x0, u) , t ¡ t1) +
ε
2
, 8t ¸ t1

· ε, 8t ¸ T ¸ t1 (A.35)

where T depends on ε, u, and x0.

A.4 Convergence analysis

Many systems have stronger properties than only stability. A UGS system
may also have internal signals that converge to some value, often to zero.
For such convergence analysis the most commonly used result is Barbalat’s
Lemma (Barb¼alat; 1959):

Lemma A.16 (Barb¼alat) Let φ : R¸0 ! R be a uniformly continuous
function on [0, 1). Suppose that limt!1

R t
0 φ(τ)dτ exists and is …nite. Then

φ(t) ! 0 as t ! 1.

Proof. Khalil (2002, Lemma 8.2).

A corollary is the following:

Corollary A.17 If a function φ : R¸0 ! R satis…es φ, _φ 2 L1 and φ 2 Lp
for some p 2 [1,1), then φ(t) ! 0 as t ! 1.

Blending Lyapunov’s direct method and Barbalat’s Lemma gives the
theorem due to LaSalle (1968) and Yoshizawa (1966). This is stated next in
terms of stability of closed, forward invariant sets:

Theorem A.18 (LaSalle-Yoshizawa) Let a closed set A ½ Rn be a for-
ward invariant set for (A.15). Suppose for each K 2 [0,1) there exists
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L 2 [0,1) such that jxjA · K ) jf(x)j · L. Then, if there exists a smooth
function V : Rn ! R¸0 such that

α1 (jxjA) · V (x) · α2 (jxjA) (A.36)
_V = V x(x)f(x) · ¡α3 (jxjA) · 0, (A.37)

8x 2 Rn, where α1, α2 2 K1 and α3 is a continuous positive semide…nite
function, then A is UGS with respect to (A.15) and

lim
t!1

α3 (jx(t, x0)jA) = 0. (A.38)

If α3 is strengthened to continuous positive de…nite, then A is UGAS with
respect to (A.15).
Proof. Integration of (A.37) and using the bounds in (A.36) imply that for
each x0 2 Rn, 9K ¸ 0 such that

jx(t, x0)jA · α¡11 (V (x(t, x0))) · α¡11 (V (x0))

· α¡11 (α2 (jx0jA)) = ϕ (jx0jA) · K, (A.39)

holds for all t in the maximal interval of existence [0, T ), where ϕ(¢) :=
α¡11 (α2 (¢)) 2 K1 is independent of T. The bound (A.39) implies by as-
sumption that there exists L ¸ 0 such that jf(x(t, x0))j · L, 8t 2 [0, T ).
Integration along the solutions of (A.15) then yields

jx(t, x0) ¡ x0j ·
Z t

0
jf(x(s, x0))j ds ·

Z t

0
Lds · Lt,

8t 2 [0, T ), thus excluding …nite escape time so that T = 1. UGS (and
UGAS in the case α3 is positive de…nite) follows then directly by Theorem
A.10. Since V is nonincreasing and bounded from below by zero, it has a
limit V1 as t ! 1. Integrating (A.37) gives

lim
t!1

Z t

0
α3 (jx(s, x0)jA) ds · ¡ lim

t!1

Z t

0

_V (x(s, x0))ds

= lim
t!1

fV (x0) ¡ V (x(t, x0))g
= V (x0) ¡ V1

which shows that the …rst integral exists and is …nite. We next show that
t 7! α3 (jx(t, x0)jA) is uniformly continuous on R¸0. For each ε > 0 we let
δ := ε/L, and for any t1, t2 2 R¸0 with jt2 ¡ t1j · δ we get

jx(t2, x0) ¡ x(t1, x0)j ·
Z t2

t1
jf(x(s, x0))j ds · L jt2 ¡ t1j · ε
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which shows that the solution x(t, x0) is uniformly continuous. Next,

jjxjA ¡ jyjAj =
¯̄
¯̄ inf
v2A

jx ¡ vj ¡ inf
w2A

jy ¡ wj
¯̄
¯̄

· jjx ¡ sj ¡ jy ¡ sjj , s 2 A
· jx ¡ yj , 8x, y 2 Rn,

shows that j¢jA is globally Lipschitz with Lipschitz constant equal to unity,
and consequently, j¢jA is uniformly continuous. Finally, since α3 is con-
tinuous, it is uniformly continuous on the compact set fs 2 R¸0 : s · Kg .
Putting this together we conclude that t 7! α3 (jx(t, x0)jA) is uniformly con-
tinuous, and limt!1 α3 (jx(t, x0)jA) = 0 follows from Lemma A.16.

Another important tool for convergence analysis is the invariance princi-
ple that can be used to prove convergence to an equilibrium in the case when
the Lyapunov function only yields a negative semide…nite time derivative.
One version is due to Krasovskii (1959), while another is given by LaSalle
(1960) (see Rouche, Habets and Laloy (1977, Theorem 1.3, pp. 50-51) and
Khalil (2002, Theorem 4.4, p. 128)). Since these theorems either require
periodic systems or solutions that live in compact sets, they are usually
not applicable to the closed-loop maneuvering systems encountered in this
thesis.

A powerful theorem that is applicable for time-varying systems and sta-
bility analysis of noncompact sets, is the theorem of Matrosov (1962). A
version of this theorem, applicable to closed, forward invariant sets, is stated
here as presented by Teel, Panteley and Loría (2002):

Theorem A.19 (Matrosov) Suppose the system (A.15) is …nite escape-
time detectable through j¢jA , and f(x) is continuous. If there exist:

² a locally Lipschitz function V : Rn ! R¸0,

² a continuous function U : Rn ! R¸0 that for each pair of strictly
positive real numbres δ · ¢, is uniformly continuous on

HA (δ,¢) := fx 2 Rn : δ · jxjA · ¢g

² class-K1 functions α1 and α2,

such that

1. α1(jxjA) · V (x) · α2(jxjA) for all x 2 Rn,
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2. V x(x)f(x) · ¡U(x) · 0 for a.a. x 2 Rn,

and, for each pair of strictly real numbers δ · ¢,

² a C1 function W : Rn ! R,

² strictly positive real numbers ε1, ε2, and ψ

such that

3. max fjW (x)j , jf(x)W (x)jg · ψ for all x 2 HA (δ,¢) ,

4. x 2 HA (δ, ¢) \ fξ 2 Rn : U(ξ) · ε1g ) jWx(x)f(x)j ¸ ε2,

then, for the system (A.15), the set A is UGAS.

See Teel et al. (2002) for the proof. Another useful extension of Ma-
trosov’s Theorem is the version by Loría, Panteley, Popovíc and Teel (2002)
where a family of auxiliary functions Vi, i 2 f1, . . . , jg, are used, instead of a
single function W as above, to provide UGAS of the origin of a time-varying
system. Consider the system (A.1) and suppose that the origin x = 0 is an
equilibrium. Then:

Theorem A.20 The origin of the system (A.1) is UGAS under the follow-
ing assumptions:

1. The origin of the system (A.1) is UGS.

2. There exist integers j,m > 0 and for each ¢ > 0 there exist

² a number µ > 0,
² locally Lipschitz continuous functions Vi : Rn £ R ! R,

i 2 f1, . . . , jg ,

² a (continuous) function φ : Rn £ R ! Rm, i 2 f1, . . . , jg ,

² continuous functions Yi : Rn £ Rm ! R, i 2 f1, . . . , jg ,

such that, for a.a. (x, t) 2 Bn(¢) £ R,

max fjVi(x, t)j , jφ(x, t)jg · µ
V x

i (x, t)f(x, t) + V t
i (x, t) · Yi (x, φ(x, t))

where Bn(r) := fx 2 Rn : jxj · rg .
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3. For each integer k 2 f1, . . . , jg we have that

f(z, ψ) 2 Bn(¢) £ Bm(µ), Yi(z, ψ) = 0, 8i 2 f1, . . . , k ¡ 1gg
+

fYk(z, ψ) · 0g .

4. We have that

f(z, ψ) 2 Bn(¢) £ Bm(µ), Yi(z, ψ) = 0, 8i 2 f1, . . . , jgg
+

fz = 0g .

See Loría et al. (2002) for the proof.

A.5 Partial set-stability for interconnected systems

Consider the interconnected system

_x1 = f1(x1, x2, u1)
_x2 = f2(x1, x2, u2)

(A.40)

where x1(t) 2 Rn1 and x2(t) 2 Rn2 are the states, u1(t) 2 U1 ½ Rm1 and
u2(t) 2 U2 ½ Rm2 are inputs where U1,U2 are compact sets, and the vector
…elds f1, f2 are smooth. We investigate stability of the set

A := f(x1, x2) 2 Rn1 £ Rn2 : jx1jA1 = 0g , (A.41)

where A1 ½ Rn1 is a compact set (for instance an equilibrim point x1 = 0).
In this case, we get that jxjA = jx1jA1 where x := col(x1, x2).

The next lemma will be used to guarantee forward completeness:

Lemma A.21 If for each compact set X ½ Rn1 there exist L > 0 and c > 0
such that:

jf2(ξ, x2, υ)j · L jx2j + c, 8x2 2 Rn2 , (A.42)

uniformly for all (ξ, υ) 2 X£U2, that is, f2 satis…es a sector growth condition
in x2, then the system (A.40) is …nite escape-time detectable through j ¢ jA.

Proof. We need to show that for each x20 = x2(0), each bounded function
x1(¢) 2 X , and each input function u2(¢) 2 U2, then the solution x2(t) =
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x2(t, x20, x1, u2) exists for all t ¸ 0. De…ne y(x2) := jx2j =
q

x>2 x2 which is
continuously di¤erentiable on Rn2nf0g. Time-di¤erentiation gives

d
dt

y (x2(t)) =
1

jx2(t)j
x2(t)>f2(x1(t), x2(t), u2(t)) · Ly (x2(t)) + c (A.43)

which in view of Lemma A.2 (and the proof of Proposition A.1) shows that
y(x2(t)) (and therefore x2(t)) is bounded on the maximal interval of existence
[0, T ). Assume that x2(t) has a …nite escape-time at T < 1. Then, for
each M < 1 there exists τ 2 [0, T ) such that jx2(τ)j > M. However, this
contradicts boundedness of x2(t) on [0, T ), and the solution x2(t) must exist
for all t ¸ 0. As a result, the solution of (A.40) can only escape to in…nity if
x1(t) grows unbounded, but this must necessarily be detected through jxjA =
jx1jA1 .

This gives the following stability result for (A.41) with respect to (A.40):

Theorem A.22 Assume that the sector bound (A.42) in Lemma A.21 holds
for (A.40). If, in addition, there exist a smooth function V : Rn1 £ Rn2 !
R¸0 and K1-functions αi, i = 1, . . . , 4, such that

α1 (jx1jA1) · V (x1, x2) · α2 (jx1jA1) (A.44)

and

V x1(x1, x2)f1 (x1, x2, u1)
+V x2(x1, x2)f2 (x1, x2, u2) · ¡α3 (jx1jA1) + α4 (juj) (A.45)

hold, where u := col(u1, u2) 2 U1 £ U2, then the system (A.40) is ISS with
respect to the closed, 0-invariant set (A.41). In the case when u1 = 0 and
u2 = 0 then the closed, forward invariant set (A.41) is UGAS with respect to
(A.40), and if αi(jxjA1

) = ci jxjrA1
for i = 1, 2, 3, where c1, c2, c3, r are strictly

positive reals with r ¸ 1, then (A.41) is UGES with respect to (A.40).

Proof. Since

d
dtV (x1(t), x2(t)) · ¡α (V (x1(t), x2(t))) + α4 (ju(t)j)

· ¡1
2α (V (x1(t), x2(t))) ,

for all V (x1(t), x2(t)) ¸ α¡1 (2α4 (ju(t)j)) where α = α3±α¡11 2 K1 and u is
bounded, then V (x1(t), x2(t)), and consequently jx1(t)jA1, is bounded on the
maximal interval of existence [0, T ). Since A1 is compact this implies that
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x1(t) is bounded on [0, T ). By Lemma A.21 this means that the system is
…nite escape-time detectable through j ¢ jA, and forward completeness follows.
The fact that A is 0-invariant for (A.40) follows from the above Lyapunov
bounds with u(t) ´ 0. Recall De…nition A.13 and Theorem A.14. Since
jxjA = jx1jA1, the function V is a smooth ISS-Lyapunov function for (A.40)
with respect to A, and this proves ISS. UGAS in the case when u1 = 0 and
u2 = 0 follows from the de…nition of ISS, and UGES further follows from
Theorem A.10.

Remark A.1 By de…ning the output y = h(x1, x2) := jx1jA1 for (A.40),
then ISS for the set A is equivalently characterized by the concept called
State-Independent Input-to-Output Stability (SIIOS) as de…ned by Sontag
and Wang (2000). Indeed, the smooth function V in (A.44) and (A.45)
becomes a SIIOS-Lyapunov function for (A.40), and this can be used to
deduce that

jy(t, x0, u)j = jx1(t, x0, u)jA1
· β

¡
jx10jA1

, t
¢
+ γ (kuk) (A.46)

where β 2 KL and γ 2 K. Since jxjA = jx1jA1
ISS of the system (A.40)

with respect to the closed, 0-invariant set (A.41) follows from (A.46). The
converse also holds as shown in Sontag and Wang (2000).



Appendix B

Modeling, identi…cation, and
control of CyberShip II

This appendix presents a modeling, identi…cation, and con-
trol design where the objective is to maneuver a ship along a
desired path at di¤erent velocities. Material from a variety of
references have been used to describe the ship model, its di¢-
culties, limitations, and possible simpli…cations for the purpose
of automatic control design. The numerical values of the para-
meters in the model is identi…ed in towing tests and adaptive
maneuvering experiments for CyberShip II in the Marine Cy-
bernetics Laboratory. The material of this appendix have been
partly published in Skjetne, Smogeli and Fossen (2004a) and in
its entirety in Skjetne, Smogeli and Fossen (2004b).

Introduction

Model-based control for steering and positioning of ships has become state-
of-the-art since LQG and similar state-space techniques were applied in the
1960s. For a rigid-body the dynamic equations of motion are divided into
two distinctive parts: kinematics, which is the study of motion without ref-
erence to the forces that cause motion, and kinetics, which relates the action
of forces on bodies to their resulting motions (Meriam and Kraige; 1993).
The rigid-body and hydrodynamic equations of motion for a ship are in
reality given by a set of (complicated) di¤erential equations describing the
6 degrees-of-freedom (6 DOF); surge, sway, and heave for translation, and
roll, pitch, and yaw for rotation. The models used to represent the physics
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of the real world, however, vary as much as the underlying control objec-
tives vary. Roughly divided these control objectives are either slow speed
positioning or high speed steering. The …rst is called dynamical positioning
(DP) and includes station keeping, position mooring, and slow speed refer-
ence tracking. For DP the 6 DOF model is reduced to a simpler 3 DOF
model that is linear in the kinetic part. Such applications with references
are thoroughly described by Fossen (1994); Strand (1999), and Lindegaard
(2003). High speed steering, on the other hand, includes automatic course
control, high speed position tracking, and path following; see for instance
Holzhüter (1997); Lefeber et al. (2003); Fossen et al. (2003). For these ap-
plications, Coriolis and centripetal forces together with nonlinear viscous
e¤ects become increasingly important and therefore make the kinetic part
nonlinear. By port-starboard symmetry, the longitudinal (surge) dynamics
are essentially decoupled from the lateral (steering; sway-yaw) dynamics and
can therefore be controlled independently by forward propulsion. Moreover,
for cruising at a nearly constant surge speed and only considering …rst order
approximations of the viscous damping, a linear parametrically varying ap-
proximation of the steering dynamics is applicable. The origin of these types
of models are traced back to Davidson and Schi¤ (1946), while Nomoto,
Taguchi, Honda and Hirano (1957) gave an equivalent representation. See
Clarke (2003) for a historical background and Fossen (2002); Perez (2005)
for a complete reference on these original models and their later derivations.

The contribution of the material in this Appendix is a 3 DOF nonlinear
maneuvering model for a ship. This model can be simpli…ed further to either
a 3 DOF model for DP, a steering model according to Davidson and Schi¤
or Nomoto, or it can be used as is for nonlinear control design. Furthermore,
system identi…cation procedures for a model ship called CyberShip II (CS2)
in a towing tank facility have produced numerical values for nearly all the
hydrodynamic coe¢cients. To …nd the other values, an adaptive maneu-
vering control law was implemented for CS2, and free-running maneuvering
experiments were performed. The adaptive parameter estimates in these
experiments then give approximate values for the other hydrodynamic coef-
…cients.

B.1 The 3 DOF ship maneuvering model

Ship dynamics are described by 6 degrees-of-freedom (6 DOF) di¤erential
equations of motion. The modes are (x, y, z), referred to as surge, sway,
and heave, describing the position in three-dimensional space, and (φ, θ, ψ),
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called roll, pitch, and yaw, describing the orientation of the ship. Assuming
that the ship is longitudinally and laterally metacentrically stable with small
amplitudes φ = θ = _φ = _θ ¼ 0, one can discard the dynamics of roll and
pitch. Likewise, since the ship is ‡oating with z ¼ 0 in mean, one can discard
the heave dynamics. The resulting model for the purpose of maneuvering
the ship in the horizontal plane becomes a 3 DOF model. Let an inertial
frame be approximated by the Earth-…xed reference frame E called NED
(North-East-Down) and let another coordinate frame B be attached to the
ship as seen in Figure B.1. The states of the vessel can then be taken as
η = [x, y, ψ]> and ν = [u, v, r]> where (x, y) is the Cartesian position, ψ
is the heading (yaw) angle, (u, v) are the body-…xed linear velocities (surge
and sway), and r is the yaw rate.

Figure B.1: Figure showing the inertial earth-…xed frame and the body-…xed
frame for a ship with the earth-…xed position (x, y), the heading ψ, and the
corresponding body-…xed velocities (u, v) and rotation rate r.

B.1.1 Rigid-body dynamics

The Earth-…xed velocity vector is related to the body-…xed velocity vector
through the kinematic relationship

_η = R(ψ)ν (B.1)

where

R(ψ) =

2
4

cosψ ¡ sinψ 0
sinψ cosψ 0

0 0 1

3
5
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is the rotation matrix in (1.27). It has the properties that R(ψ)>R(ψ) = I,
kR(ψ)k = 1 for all ψ, and d

dtfR(ψ)g = _ψR(ψ)S where

S =

2
4

0 ¡1 0
1 0 0
0 0 0

3
5 = ¡S>

is skew-symmetric. By Newton’s second law it is shown in Fossen (2002)
that the rigid body equations of motion can be written1

MRB _ν + CRB(ν)ν = fRB (B.2)

where MRB is the rigid-body system inertia matrix, CRB(ν) is the corre-
sponding matrix of Coriolis and centripetal terms, and fRB = [X,Y,N ]>

is a generalized vector of external forces (X,Y ) and moment N . Let the
origin ‘O’ of the body frame be taken as the geometric center point (CP)
in the ship structure. Under the assumption that the ship is port-starboard
symmetric, the center-of-gravity (CG) will be located a distance xg along
the body xb-axis. In this case, MRB takes the form

MRB =

2
4

m 0 0
0 m mxg
0 mxg Iz

3
5 (B.3)

where m is the mass of the ship and Iz is the moment of inertia about the
zb-axis (i.e., yaw rotation). Several representations for the Coriolis matrix
are possible. Based on Theorem 3.2 in Fossen (2002), we choose the skew-
symmetric representation

CRB(ν) =

2
4

0 0 ¡m (xgr + v)
0 0 mu

m (xgr + v) ¡mu 0

3
5
¢

(B.4)

The force and moment vector fRB is given by the superposition of ac-
tuator forces and moments f = [fu, fv, fr]>, hydrodynamic e¤ects fH , and
exogenous disturbances w(t) due to, for instance, waves and wind forces
(Sørensen, Sagatun and Fossen; 1996). The forces and moments in fRB are
all expressed with reference to the center point (CP) such that the full set
of dynamical equations is given in the body-…xed reference frame.

1Usually, τ is used to denote the input generalized forces and moments according to
the notation of Fossen (1994, 2002). However, not to confuse it with the (maneuvering)
tuning function we use f instead.
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B.1.2 Hydrodynamic forces and moments

The vector fH is the result of several hydrodynamic phenomena, and it
involves the radiation problem and di¤raction problem. For an ideal ‡uid,
the components addressed in the radiation problem are radiation-induced
added mass, potential damping, and restoring forces. For the 3 DOF states
considered here, restoring forces are only important in case of mooring which
is not in the scope of this appendix. In addition to potential damping
there are also other damping e¤ects such as linear skin and pressure induced
viscous damping, wave drift damping, and damping due to vortex shedding.
The di¤raction problem, on the other hand, addresses generalized Froude-
Krylov forces and generalized di¤raction forces. These are due to wave
excitation and disregarded in this work. For more details, see Faltinsen
(1990). See also the works by Bailey et al. (1998), Fossen and Smogeli (2004),
and Fossen (2005) where the authors derive a uni…ed frequency dependent
model for maneuvering a ship in a seaway.

Due to currents in the ocean ‡uid, the velocity ν is di¤erent than the
relative velocity νr between the ship hull and the ‡uid. The hydrodynamic
forces and moments depend on this relative velocity. For a nonrotational
current with …xed speed Vc and angle βc in the earth-…xed frame, the current
velocity is given by

vc :=

2
4

Vc cosβc
Vc sinβc

0

3
5
¢

(B.5)

Normally Vc and βc should be modeled as stochastic processes. However, in
the deterministic setting of this paper we simply assume that _Vc = _βc = 0.
In the body-frame this gives the current component νc := R(ψ)>vc and
the relative velocity νr := ν ¡ νc = [ur, vr, r]>. With these de…nitions it is
common (Sørensen; 2005) to model the hydrodynamic e¤ects as

fH = ¡MA _νr ¡ CA(νr)νr ¡ d(νr) (B.6)

where MA accounts for added mass, CA(νr) accounts for the corresponding
added Coriolis and centripetal terms, and d(νr) sums up the damping e¤ects.
By the notation of The Society of Naval Architects and Marine Engineers
(1950) the matrix MA is given by

MA =

2
4

¡X _u 0 0
0 ¡Y _v ¡Y _r
0 ¡N _v ¡N _r

3
5 (B.7)
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where the assumption of port-starboard symmetry again is applied. For
zero relative velocity, νr = 0, zero frequency of motion due to water surface
e¤ects (low-frequency assumption), and assuming an ideal ‡uid, the added
mass matrix is constant and MA = M>

A > 0. In general, MA = MA(ωe)
where ωe is the frequency of encounter given by

ωe =
¯̄
¯̄ω0 ¡ ω2

0
g

U cosβ
¯̄
¯̄
¢

(B.8)

Here ω0 is the dominating wave frequency, g is the acceleration of gravity,
U =

p
u2 + v2 is the total ship speed, and β is the angle of encounter de…ned

by β = 0 ± for following sea.
For control design it is common to assume for the plant model that

MA = limωe!0 MA(ωe) is constant and strictly positive. However, since
MA = MA(0) is not necessarily symmetric, Theorem 3.2 in Fossen (2002)
is not directly applicable to …nd CA(νr). To overcome this obstacle, we
observe that this theorem is deduced from the kinetic energy T = 1

2ν
>Mν.

A modi…cation for the added mass kinetic energy is

TA =
1
2
ν>r MAνr =

1
4
ν>r

³
MA + M>

A

´
νr =

1
2
ν>r ¹MAνr

where ¹MA := 1
2(MA + M>

A ) = ¹M>
A . This means that CA(νr), for a nonsym-

metric MA, is derived from Theorem 3.2 of Fossen (2002) using ¹MA instead
of MA, and this gives

CA(νr) =

2
4

0 0 Y _vvr + 1
2 (N _v + Y _r) r

0 0 ¡X _uur
¡Y _vvr ¡ 1

2 (N _v + Y _r) r X _uur 0

3
5
¢

(B.9)

The most uncertain component in the hydrodynamic model (B.6) is the
damping vector d(νr), to which many hydrodynamic phenomena contribute.
Let d(νr) = [XD(νr), YD(νr),ND(νr)]>. For a constant cruise speed νr =
ν0 ¼ [u0, 0, 0]> one can …t the damping forces and moments at ν0 to the
linear functions

XD(νr) = ¡Xu(ur ¡ u0) ¡ Xvvr ¡ Xrr
YD(νr) = ¡Yu(ur ¡ u0) ¡ Yvvr ¡ Yrr
ND(νr) = ¡Nu(ur ¡ u0) ¡ Nvvr ¡ Nrr

(B.10)

where the hydrodynamic coe¢cients fX(¢), Y(¢), N(¢)g are called hydrody-
namic derivatives because they are the partial derivatives of the forces and
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moment with respect to the corresponding velocities, for instance, Yr :=
∂YD(νr)

∂r . Seeking in this paper a more globally valid model of the damping
e¤ects, we consider a nonlinear representation. Abkowitz (1964) proposed
using a truncated Taylor series expansion of d(νr). Since in general d(νr) is
dissipative for both positive and negative relative velocities, it must be an
odd function, and, hence, only odd terms in the Taylor expansion are re-
quired. Using …rst and third order terms only, and assuming port-starboard
symmetry, this gives

XD(νr) = ¡Xuur ¡ Xuuuu3r
YD(νr) = ¡Yvvr ¡ Yrr ¡ Yvvvv3r ¡ Yvvrv2rr ¡ Yvrrvrr2 ¡ Yrrrr3

ND(νr) = ¡Nvvr ¡ Nrr ¡ Nvvvv3r ¡ Nvvrv2rr ¡ Nvrrvrr2 ¡ Nrrrr3
(B.11)

which is valid for all feasible velocities. Fedyaevsky and Sobolev (1963)
and later Norrbin (1970) and Blanke and Christensen (1993) gave another
nonlinear representation

XD(νr) = ¡Xuur ¡ Xjuju jurj ur
YD(νr) = ¡Yvvr ¡ Yrr ¡ Yjvjv jvrj vr ¡ Yjvjr jvrj r ¡ Yjrjv jrj vr ¡ Yjrjr jrj r
ND(νr) = ¡Nvvr ¡ Nrr ¡ Njvjv jvrj vr ¡ Njvjr jvrj r ¡ Njrjv jrj vr ¡ Njrjr jrj r

(B.12)
called the second order modulus model. These functions are not continu-
ously di¤erentiable, and strictly speaking they therefore cannot represent
the physical system. However, experiments have shown that they match the
damping e¤ects quite accurately and are therefore often used. Based on the
experimental data presented in the next section and curve …tting, we choose
in this paper the damping model

d(νr) = DLνr + DNL(νr)νr =: D(νr)νr (B.13)

where

DL :=

2
4

¡Xu 0 0
0 ¡Yv ¡Yr
0 ¡Nv ¡Nr

3
5

DNL(νr) :=2
4

¡Xjuju jurj ¡ Xuuuu2r 0 0
0 ¡Yjvjv jvrj ¡ Yjrjv jrj ¡Yjvjr jvrj ¡ Yjrjr jrj
0 ¡Njvjv jvrj ¡ Njrjv jrj ¡Njvjr jvrj ¡ Njrjr jrj

3
5

which essentially is the second order modulus model with an extra third
order term in surge. The reason for picking this model was that it gave the
best …t to the experimental data.
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With fRB = f +fH +w(t) the kinetic equation of motion (B.2) becomes

MRB _ν + MA _νr + CRB(ν)ν + CA(νr)νr + D(νr)νr = f + w(t) (B.14)

where
νr = ν ¡ R(ψ)>vc
_νr = _ν ¡ rS>R(ψ)>vc.

For the kinetic model (B.14) one must decide upon using either the
relative velocity νr or the inertial velocity ν as the velocity state. There
are di¤erent practices in the literature, and the current velocity vc must in
either case be measured or somehow estimated to account for it in (B.14).
A simplifying technique was applied by Fossen and Strand (1999) who used
ν as the velocity state and assumed that the dynamics related to the current
vc (and other unmodeled dynamics) are captured by a slowly varying bias b
in the Earth frame. This gives the simpli…ed model

M _ν + C(ν)ν + D(ν)ν = f + R(ψ)>b + w(t) (B.15)

where M := MRB + MA and C(ν) := CRB(ν) + CA(ν). The alternative,
applied among others by Holzhüter (1997), is to use νr as the state, but in
this case the kinematic relationship (B.1) must be rewritten as

_η = R(ψ)νr + vc (B.16)

which means that vc enters both the kinematic and kinetic equations of
motion.

For simulator design, a model according to (B.14) or more advanced
should be used. For control design, on the other hand, experience shows
that (B.1) and (B.15) are adequate provided some type of integral action is
used in the controller to compensate for the bias b; see for instance Skjetne
and Fossen (2004).

B.1.3 Simpli…ed models

For special applications, simpler models than (B.15) can be used. For in-
stance, for DP a linearization of (B.15) around ν = 0 yields

M _ν + DLν = f + R(ψ)>b + w(t) (B.17)

where the Coriolis and nonlinear damping terms were eliminated. Note that
the curve-…tted coe¢cients in DL for DP will be di¤erent from those …tted
to the nonlinear (globally valid) model (B.13); see next section.
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Another special application is steering a ship at (nearly) constant surge
speed. Separating the surge dynamics from the steering dynamics, using
(B.10), and assuming port-starboard symmetry and vc ´ 0, we get a ma-
neuvering model consisting of the surge dynamics

(m ¡ X _u) _u ¡ Xu(u ¡ u0) ¡ (m ¡ Y _v) vr ¡
µ

mxg ¡ 1
2
N _v ¡ 1

2
Y _r

¶
r2 = fu

(B.18)
and the sway-yaw (steering) dynamics

·
m ¡ Y _v mxg ¡ Y _r

mxg ¡ N _v Iz ¡ N _r

¸·
_v
_r

¸
+ (B.19)

· ¡Yv ¡Yr + (m ¡ X _u)u
¡Nv + (X _u ¡ Y _v)u ¡Nr +

¡
mxg ¡ 1

2N _v ¡ 1
2Y _r

¢
u

¸·
v
r

¸
=

·
fv
fr

¸

¢

For each …xed surge speed u = u0, the steering dynamics become linear.
Hence, treating u as a parameter, (B.19) is a linear parametrically varying
(LPV) model of the form of Davidson and Schi¤ (1946). This can be further
related to a Nomoto model as described by Clarke (2003). For conventional
ships, the inputs are usually linearly related to the rudder angle δ as fv =
¡Yδδ and fr = ¡Nδδ. As a result, linear design techniques such as gain
scheduling or similar can be applied to solve a steering task.

B.1.4 Actuator forces

The actuator forces and moments are generated by a set of thrusters with
revolutions per second n = [n1, n2, . . . , np1]> 2 Rp1 and a set of control
surfaces (or propeller blade pitch) with angles δ = [δ1, δ2, . . . , δp2]> 2 Rp2 .
They are related to the input vector f through the mapping

f = Bfact (νr, n, δ) (B.20)

where B 2 R3£(p1+p2) is an actuator con…guration matrix, and fact : R3 £
Rp1 £ [¡π, π)p2 ! Rp1+p2 is a function that for each velocity νr relates the
actuator set-points (n, δ) to a vector of forces.

As a case we consider CyberShip II which has two main propellers and
two rudders aft, and one bow thruster fore; see Figure B.2. The main
propellers generate thrust forces fT1, T2g, the bow thruster generates fT3g,
while the rudders generate lift forces fL1, L2g and drag forces fD1,D2g.
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Figure B.2: Actuator con…guration of CyberShip II.

Disregarding the drag forces2, the force vector becomes

fact (νr, n, δ) = [T1(n1, ur), T2(n2, ur), T3(n3), L1(δ1, urud,1), L2(δ2, urud,2)]>

where urud,i, i = 1, 2, are given below. Let the force attack points of
fT1, T2, T3g be located at coordinates f(lxT1 , lyT1), (lxT2 , lyT2), (lxT3 , lyT3)g in
the body-frame, and likewise f(lxR1 , lyR1), (lxR2 , lyR2)g for the rudders. Then
the actuator con…guration matrix is

B =

2
4

1 1 0 0 0
0 0 1 1 1

jlyT1 j ¡ jlyT2 j jlxT3 j ¡ jlxR1j ¡ jlxR2 j

3
5
¢

(B.21)

2We will show in the next section that the rudder drag forces can be viewed as a
perturbation of the hull drag in surge motion and can therefore be eliminated from the
actuator model.



B.1 The 3 DOF ship maneuvering model 229

The propeller thrust forces fT1, T2g are according to Blanke (1981) and
later Fossen (1994), expressed as

Ti = ρd4i KT (Ji) jnij ni (B.22)

where ρ is the water density, di is the propeller diameter, and KT is a
nondimensional thrust coe¢cient which depends on the advance ratio Ji =
ua

nidi
of Thruster i. The ambient ‡ow velocity ua is given by ua = (1 ¡ w)ur

where w 2 (0, 1) is the wake fraction number usually assumed constant
(generally it is a slowly varying dynamic variable). For a range of Ji, KT (Ji)
is nearly linear and may be expressed according to Blanke (1981) as

KT (Ji) ¼ α0 ¡ α1Ji = α0 ¡ α1
ua

nidi
(B.23)

where α0, α1 > 0. An approximate formula for the thrust forces is then
obtained by substituting (B.23) into (B.22) and grouping all constants, that
is

Ti = Tjnjn jnijni ¡ Tjnju jnij ur, (B.24)

where Tjnjn > 0, Tjnju > 0 are the new parameters. However, the experi-
mental results show that the thrust force Ti primarily is dependent on the
propeller revolutions ni and less sensitive to the ambient ‡ow velocity ua.
Additional accuracy is therefore obtained if (B.24) is separated into the
equations

Ti =

8
><
>:

T+
jnjn jnijni ¡ T+

jnju jnijur, ni ¸ ¹n
T¡jnjn jnijni ¡ T¡jnju jnijur, ni · n
0, otherwise

(B.25)

i = 1, 2, where ¹n = maxf0,
T+
jnju

T+
jnjn

urg, n = minf0,
T¡jnju
T¡jnjn

urg, and fT+
jnjn, T+

jnju,

T¡jnjn, T¡jnjug are positive coe¢cients. For each ur, (B.25) is a monotone
function and an inverse function is:

ni =

8
>>>><
>>>>:

T+
jnju

2T+
jnjn

ur + 1
2T+
jnjn

r³
T+
jnjuur

´2
+ 4T+

jnjnTi, Ti > 0

0, Ti = 0
T¡jnju
2T¡jnjn

ur ¡ 1
2T¡jnjn

r³
T¡jnjuur

´2
¡ 4T¡jnjnTi, Ti < 0.

(B.26)

The thrust force produced by the bow thruster will also depend on the
velocity of the ship. However, because the exact form of this relationship
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is not known, we rather choose the speed independent equation used by
Lindegaard and Fossen (2003), that is,

T3 = Tjn3jn3 jn3j n3, Tjn3jn3 > 0. (B.27)

This has the inverse function

n3 =
sgn(T3)
Tjn3jn3

q
Tjn3jn3 jT3j. (B.28)

Finally we must …nd the rudder lift forces as a function of rudder angle
and the relative velocity of the ‡uid urud at the rudder surface. From mo-
mentum theory (Lewis; 1988) it can be shown that for a positive velocity
ur ¸ 0 then at rudder i, i = 1, 2,

urud,i = ur + ku

Ãs
8

πρd2i
Ti + u2r ¡ ur

!

where Ti is the thrust force from the preceding propeller, di is the propeller
diameter, and ku is an induced velocity factor. Normally ku ¼ 0.5 when the
rudder is close to the propeller. This equation tells that for a positive surge
speed and positive propeller thrust, the ‡uid velocity at the rudder is larger
than the surge velocity ur. However, for Ti < 0 the argument inside the root
may become negative. In this case we make the blanket assumption that this
argument is zero. For negative surge speed we simply assume urud,i = ur.
In summary we then have

urud,i =

8
<
:

ur + ku

µr
max

n
0, 8

πρd2i
Ti + u2r

o
¡ ur

¶
, ur ¸ 0

ur, ur < 0.
(B.29)

From foil theory (Newman; 1999) the lift and drag forces are modeled as

Li =
ρ
2
Ae

rud,iCL(δi) jurud,ij urud,i (B.30)

Di = ¡ρ
2
Ae

rud,iCD(δi) jurud,ijurud,i (B.31)

where Ae
rud,i is the e¤ective rudder area, CL is the nondimensional lift coef-

…cient, and CD is the nondimensional drag coe¢cient. These latter coe¢-
cients are further modeled as CL(δi) = c1δi ¡ c2 jδij δi and CD(δi) = c3 jδij
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where c1, c2, and c3 are positive constants. Putting this together and group-
ing all constants, we get the lift and drag force models

Li =

8
<
:

³
L+

δ δi ¡ L+
jδjδ jδij δi

´
jurud,ijurud,i, urud,i ¸ 0³

L¡δ δi ¡ L¡jδjδ jδij δi

´
jurud,ijurud,i, urud,i < 0

(B.32)

Di = ¡Djδj jδij jurud,ij urud,i (B.33)

where fL+
δ , L+

jδjδ, L¡δ , L¡jδjδ, Djδjg are positive coe¢cients. We allow the lift
forces to have di¤erent coe¢cients for positive and negative velocities. The
drag forces should now be added to the propeller thrust forces, Ti+Di, in the
overall actuator model. However, since Di depends on Ti through urud,i this
expression becomes excessively complicated. To make it less complicated,
experimental data suggest thatDi can be viewed as a perturbation of the hull
drag force d1(νr) in surge. Assuming that a robust maneuvering controller
is able to deal with this perturbation, we do not consider it hereafter. The
inverse function of (B.32) is

δi =

8
<
:

¢+
i (Li, urud,i), urud,i ¸ ε

0, jurud,ij < ε
¢¡

i (Li, urud,i), urud,i · ¡ε
(B.34)

¢+
i (Li, urud,i) :=

sgn(Li)
2L+

jδjδ

Ã
L+

δ ¡ 1
u2rud,i

r³
L+

δ u2rud,i

´2
¡ 4L+

jδjδu
2
rud,i jLij

!

¢¡
i (Li, urud,i) :=

¡ sgn(Li)
2L¡jδjδ

Ã
L¡δ ¡ 1

u2rud,i

r³
L¡δ u2rud,i

´2
¡ 4L¡jδjδu

2
rud,i jLij

!

where we have introduced an ε-neighborhood around the non-e¤ective point
urud,i = 0 to avoid division by zero.

B.2 System identi…cation

The Marine Cybernetics Laboratory (MCLab) is a Marie Curie EU training
site for experimental testing of ships, rigs, underwater vehicles, and propul-
sion systems at the Centre for Ships and Ocean Structures (CESOS) at the
Norwegian University of Science and Technology (NTNU). The dimensions
of the basin are L x B x D = 40 m x 6.45 m x 1.5 m, and it is equipped
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with a towing carriage, a position measurement system, and a wave maker
system, while a wind and current system are under construction.

CyberShip II (CS2; see Figure B.3) is a 1:70 scale replica of a supply ship
for the North Sea. Its mass is m = 23.8 kg, its length is LCS2 = 1.255m, and
its breadth is BCS2 = 0.29m. It is fully actuated with two main propellers
and two rudders aft, and one bow thruster; see Figure B.2. It is further
equipped with a PC104-bus driven by a QNXR° real-time operating system
which controls the internal hardware achitecture and communicates with
onshore computers through a WLAN. For position and attitude measure-
ments, four cameras onshore in the MCLab observe three infrared emitters
on the ship, and a kinematic computer algorithm calculates the 6 degrees-of-
freedom (6 DOF) data. The accuracy of these measurements are very high,
which means that the corresponding velocities are estimated with high pre-
cision to render a full state feedback design possible. To facilitate real-time

Figure B.3: A picture of CyberShip II in the command centre of the Marine
Cybernetics Laboratory at NTNU.

feedback control of the ship, Opal RT-Lab R° is used for rapid prototyping
of a desired control structure programmed in Matlab R° and Simulink R° . For
execution of free-running experiments, a LabVIEW R° interface has been de-
veloped for commanding and monitoring the ship.

Since there is no current or exogenous disturbances in the model basin,
the CS2 ship model is

M _ν + C(ν)ν + D(ν)ν = Bfact (ν, n, δ) (B.35)
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where the parameters in MRB, MA, DL, DNL(ν), B, and fact (ν, n, δ) must
be identi…ed. We choose the following strategy:

1. The matrices MRB, MA, and B are found from the main particulars
of CS2 (weight, mass distribution, lengths, area, volume, etc.)

2. By towing CS2 at di¤erent constant surge and sway velocities, with
fact = 0, and measuring the average towing forces, one can use least
square interpolation to …nd the damping parameters inDL andDNL(ν)
that are excited by pure surge and sway motions; see Figure B.4.

3. When the damping parameters for pure surge and sway motions are
known, the actuator parameters in fact (ν, n, δ) are found by repeating
the above towing experiments at di¤erent thruster revolutions and
rudder angles.

4. The remaining parameters are those damping coe¢cients excited by
the yaw rate. Lacking equipment for turning experiments and moment
measurements on the towing carriage, we use adaptive estimation in
free-running adaptive maneuvering experiments to …nd those remain-
ing parameters.

The parameters in the rigid-body system inertia matrix MRB and the
input matrix B are found from straight-forward measurements of the main
particulars of the ship, that is, its dimensions, weight, mass distribution,
volume, area, and the actuator setup. The zero frequency added mass co-
e¢cients in MA can be found from semi-empirical formulas or simple en-
gineering “rules-of-thumb.” For commercial ships, however, strip theory is
usually applied (Faltinsen; 1990). This requires a ship geometry computa-
tion program that produces a geometry …le which is fed into a hydrodynamic
computation program based on strip theory. Nevertheless, for CS2 these pa-
rameters have all been roughly estimated beforehand by Lindegaard (2003),
and their values are given in Table B.1. The ship model used by Lindegaard
(2003) was for DP using a linear damping model according to (B.17). Since
we seek a nonlinear representation of the damping e¤ects, the DP values
cannot be used. The system identi…cation procedure next will therefore
consider the damping and actuator coe¢cients.

The parameters to be identi…ed in the surge direction are fXu, Xjuju,
Xuuug and fT+

jnjn, T+
jnju, T¡jnjn, T¡jnjug. Using the towing carriage, CS2 was

pulled both forward and backward at di¤erent constant speeds, and for each
run the average pull force Xpull was measured and recorded; see Figure B.4.
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Table B.1: Mass-related parameters with respect to CP for CyberShip II
m 23.800 Y _v -10.0 (lxT1, lyT1) (-0.499,-0.078)
Iz 1.760 Y _r - 0.0 (lxT2, lyT2) (-0.499, 0.078)
xg 0.046 N _v - 0.0 (lxT3, lyT3) ( 0.466, 0.000)
X _u - 2.0 N _r - 1.0 (lxR1, lyR1) (-0.549,-0.078)

(lxR2, lyR2) (-0.549, 0.078)

Since _u = v = r = 0, and letting n1 = n2 at each run, we have for pure
surge motion that

0 =

(
Xpull + Xdrag + 2T¡jnjn jn1jn1 ¡ 2T¡jnju jn1ju, n1 < 0
Xpull + Xdrag + 2T+

jnjn jn1jn1 ¡ 2T+
jnju jn1ju, n1 ¸ 0 (B.36)

where Xdrag = Xuu + Xjuju juj u + Xuuuu3. Setting this up as a linear set of
equations, Ax = b, where x contains the unknown parameters, A contains
the applied speeds u and propeller rps n1, and b contains the corresponding
measured forces Xpull, the unknown coe¢cients are calculated by a least
square …t. For n1 = n2 = 0 then Xdrag = ¡Xpull. Figure B.5 shows these
measured forces and the corresponding interpolation. In addition it shows
the linear DP curve Xdrag = Xuu …tted to those measured points that are
within the slow speed region u 2 [¡0.15, 0.15]. Clearly, there is a large
discrepancy for higher speeds. Having the nominal drag forces for n1 =
n2 = 0, then the same towing experiments are repeated for di¤erent propeller
revolutions. These were chosen as n1 = n2 2 f§200, §500, §1000, §2000g,
and the thrust forces were estimated from 2T1 = ¡Xpull ¡Xdrag. The result
is shown in Figure B.6 where it is observed that for each revolution set-point,
the surge speed has very little e¤ect at positive revolutions, while for negative
revolutions the slope is higher. Figure B.7 shows how the rudders a¤ect
the drag in surge motion at di¤erent speeds. This justi…es the argument,
previously discussed, of not including the the rudder drag force Di in the
actuator model, but rather viewing it as perturbations of the nominal drag
coe¢cients. A robust control design should compensate for this.

The next step is to identify the parameters fYv, Yjvjv, Nv, Njvjvg which
can be found from pure sway motion measurements. In this case we have
_v = u = r = 0, and the force equation becomes Ypull + Ydrag = 0 where
Ydrag = Yvv + Yjvjvjvjv. Force rings are set up according to Figure B.4 to
measure the pull forces at both positive and negative sway speeds. The full
set of measurements constitutes a set of linear equations that are solved by
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Figure B.4: Two force rings, forward and backward, were applied to measure
the drag and propulsion forces when towing CyberShip II longitudinally at
di¤erent speeds. Four force rings, two port and two starboard, were used to
measure the drag force and moment for lateral motion.

least square minimization. These measurements are also used to identify the
moment coe¢cients fNv, Njvjvg. The moment equation is Npull +Ndrag = 0
where Ndrag = Nvv + Njvjvjvjv. Let the moment arms from CP to the stern
and bow measurement points for Ypull be lstern and lbow respectively; see
Figure B.4. Then v > 0 ) Npull = Ypull, bow, stbd ¢lbow ¡Ypull, stern, stbd ¢lstern
and v < 0 ) Npull = Ypull, stern, port ¢ lstern ¡ Ypull, bow, port ¢ lbow. The result
of this interpolation is shown in Figure B.9.

To identify the rudder lift forces fL+
δ , L+

jδjδ, L¡δ , L¡jδjδg, CS2 is towed
forward with δ1 = δ2 < 0 and backward with δ1 = δ2 > 0 for di¤erent
(equal) rudder angles, and for each run the average force Ypull, stern, stbd is
recorded. The moment equation is Npull+Nlift = 0 where Nlift = 2 jlxR1 j L1
and L1 is given by (B.32) with urud = u. For these runs, the sideslip angle
β = arctan v

u ¼ 0 such that we can assume that Npull ¼ ¡Ypull, stern, stbd ¢
lstern, that is, not a¤ected by the moment arms from Xpull. Separating
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Figure B.5: Measured drag forces of CyberShip II for n1 = n2 = 0 at
di¤erent speeds and the corresponding …tted nonlinear curve as well as a
linear curve for DP.

positive and negative motion according to (B.32), Figure B.10 shows that
the rudders are most e¤ective in forward motion. Finally, we repeat the
same experiment for the bow thruster to …nd the parameter fTjn3jn3g in
(B.27). Unfortunately, the sideslip angle β was rather high in these runs so
that hull drag distorted the measurements for higher speeds. Nevertheless,
Ypull, bow, stbd was measured, and since (B.27) is an odd function it is enough
to test with negative revolutions for n3. Figure B.11 shows the measured
points and the weighted least square …tted curve.

To sum up, the parameters identi…ed thus far are given in Tables B.1
and B.2.

Since no yaw motion was induced in these towing experiments, the para-
meters fYr, Yjrjv, Yjvjr, Yjrjr, Nr, Njrjv, Njvjr, Njrjrg are yet to be identi…ed.
We leave these to be estimated in the adaptive maneuvering controller de-
veloped and experimentally tested in the next section.
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Figure B.6: Measured and interpolated thrust forces T1 = T2 for di¤erent
propeller revolutions at di¤erent speeds for CyberShip II.

B.3 Adaptive ship maneuvering with experiments

We consider the dynamic ship model (B.1) and (B.35) which for f = Bfact(ν, n, δ)
can be rewritten in parametric strict feedback form (Krstíc et al.; 1995) as

_η = R(ψ)ν
M _ν = f ¡ C(ν)ν + g(ν) + ©(ν)ϕ (B.37)

where g(ν) is the known part of ¡D(ν)ν and

ϕ :=
£
Yjrjv, Yr, Yjvjr, Yjrjr,Njrjv,Nr, Njvjr,Njrjr

¤>

©(ν) :=

2
4

0 0 0 0 0 0 0 0
jrj v r jvj r jrj r 0 0 0 0
0 0 0 0 jrj v r jvj r jrj r

3
5

are the vector of unknown parameters and the regressor matrix, respectively,
so that g(ν)+©(ν)ϕ = ¡D(ν)ν. The objective is to design a robust adaptive
control law that ensures tracking of η(t) to a time-varying reference ηd(t)
while adapting the parameters ϕ.
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Figure B.7: The measured and curve …tted drag forces for di¤erent rudder
angles δ1 = δ2 for CyberShip II.

Remark B.1 Using adaptive tracking to estimate unknown parameters will
not in general guarantee convergence to the true values. This is only obtained
if the ship model is su¢ciently accurate and the inputs to the closed-loop
system (references and disturbances) are persistently exciting the regressor
matrix (Anderson, Bitmead, Johnson, Kokotovíc, Kosut, Mareels, Praly and
Riedle; 1986). Consequently, this step in the parameter identi…cation strat-
egy involves most uncertainty. Nonetheless, the success in the design of a
robust tracking control law with subsequent accurate tracking in experiments
indicate that 100% parameter accuracy of the model is not necessary. Us-
ing the obtained (numerical) model with integral action to compensate for
the bias b in (B.15) for control design should guarantee success in practical
implementations.

The time-varying reference ηd(t) must trace out a desired path on the sur-
face as well as satisfying a desired speed speci…cation along the path. Such
problems are conveniently solved according to the methodology in Skjetne,
Fossen and Kokotovíc (2004); Skjetne et al. (2005) where the tracking ob-
jective is divided into two tasks. Instead of constructing a desired reference
ηd(t) that contains both the path and speed objectives in one package, one
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Figure B.8: Measured drag forces in sway motion and the corresponding
…tted nonlinear curve as well as a linear curve for DP for CyberShip II.

can keep these objectives separate by solving the maneuvering problem.
Using θ as a scalar parametrization variable, we want the desired path

to be an ellipsoid with heading along the tangent vector, that is,

ηd (θ) =
h

xd(θ), yd(θ), arctan( yθ
d

xθ
d
)

i>
(B.38)

where xd(θ) = 5 + 4.5 cos( π
180θ) and yd(θ) = ¡0.75 ¡ 2.25 sin( π

180θ). For the
speed speci…cation, we want the surge speed u(t) to track a desired surge
speed ud(t) which is adjustable online by an operator. This latter objective
can be translated into a speed assignment for _θ(t) by noting the relationship

ud (t) =
q

xθ
d(θ(t))2 + yθ

d(θ(t))2 _θ(t).

The corresponding speed assignment for _θ becomes

υs(θ, t) :=
ud(t)q

xθ
d(θ)2 + yθ

d(θ)2
(B.39)
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Figure B.9: Measured drag moments in sway motion and the corresponding
…tted nonlinear curve as well as a linear curve for DP for CyberShip II.

which has the partial derivatives

υθ
s(θ, t) =

¡
[
xθ

d(θ)x
θ2
d (θ)+yθ

d(θ)y
θ2
d (θ)

]

[xθ
d(θ)

2+yθ
d(θ)

2]3/2 ud(t)

υt
s(θ, t) = _ud(t)p

xθ
d(θ)

2+yθ
d(θ)

2

(B.40)

where ud(t) and _ud(t) are provided online by the operator, for example, by
…ltering a constant reference uREF through a reference …lter.

The control objective is then, according to Skjetne, Fossen and Kokotovíc
(2004); Skjetne et al. (2005), formally stated as a maneuvering problem:

1. Geometric Task: Force the ship position and heading η to converge
to and follow the desired path ηd(θ),

lim
t!1

jη (t) ¡ ηd (θ(t))j = 0. (B.41)

2. Dynamic Task: Force the path speed _θ to converge to the desired
speed assignment υs(θ, t),

lim
t!1

¯̄
¯ _θ (t) ¡ υs (θ(t), t)

¯̄
¯ = 0. (B.42)
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Figure B.10: Curve interpolation to the measured lift forces for the rudders.
Notice that CyberShip II generate more lift force in forward motion than
backward motion.

Note that the dynamic task can be solved identically by letting _θ =
υs(θ, t) be a dynamic state in the control law, called a tracking update law,
which is decoupled from the rest of the dynamics of the ship. Other update
laws are also possible based on the results in Skjetne et al. (2005).

The maneuvering control design is based on adaptive backstepping (Krstíc
et al.; 1995). A complete adaptive design procedure with stability analysis
for solving the maneuvering problem is reported in Skjetne et al. (2005)
where CS2 is used in a case study. This gives the internal control signals

z1 := R(ψ)> (η ¡ ηd (θ))
z2 := ν ¡ α1 (η, θ, t)

α1 = ¡Kpz1 + R(ψ)>ηθ
d(θ)υs(θ, t)

σ1 = ¡Kp

³
_R(r)>R(ψ)z1 + ν

´
+ _R(r)>ηθ

d(θ)υs(θ, t) + R(ψ)>ηθ
d(θ)υ

t
s(θ, t)

αθ
1 = ¡KpR(ψ)>ηθ

d(θ) + R(ψ)>[ηθ2
d (θ)υs(θ, t) + ηθ

d(θ)υ
θ
s(θ, t)]

where the error vector z1 is rotated to the body-frame for convenience. This
means that the controller gains are not dependent on the ship heading (which
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Figure B.11: Measured and interpolated bow thrust force T3 for forward
and backward motion of CyberShip II and di¤erent negative propeller rev-
olutions.

is more intuitive since a control technician will himself be located in the
body-frame when tuning the gains). The control law, the adaptive update
law, and the maneuvering update law are given in Table B.3, where ϕ̂ is the
parameter estimate, Kp = K>

p > 0, Kd = K>
d > 0, and ¡ = ¡> > 0 are

controller gain matrices.
Finding the optimal actuator set-points (n, δ) for each commanded input

f in (B.20) is termed control allocation. The simplest approach is to solve
an unconstrained least-square optimization problem by using the generalized
pseudo-inverse and the inverse functions (B.26), (B.28), and (B.34), that is,

(n, δ) = f¡1act

³
ν,Byf

´

where By = W¡1B> ¡
BW¡1B>¢¡1 is the generalized pseudo-inverse with

a weight matrix W (Fossen; 2002, Chapter 7.5). Experience has shown,
though, that using the pseudo-inverse does not result in good control alloca-
tion when using varying control surfaces such as rudders. A more advanced
method is to use constrained optimization techniques. For CS2 this has
been developed and reported by Lindegaard and Fossen (2003); Johansen,
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Table B.2: Experimentally identi…ed parameters for CyberShip II
Xu -0.72253 Nv 0.03130 T+

jnjn 3.65034E-3
Xjuju -1.32742 Njvjv 3.95645 T+

jnju 1.52468E-4
Xuuu -5.86643 L+

δ 6.43306 T¡jnjn 5.10256E-3
Yv -0.88965 L+

jδjδ 5.83594 T¡jnju 4.55822E-2
Yjvjv -36.47287 L¡δ 3.19573 Tjn3jn3 1.56822E-4

L¡jδjδ 2.34356

Table B.3: Maneuvering control and guidance system for CyberShip II
Control :

_̂ϕ = ¡©(ν)>z2
_θ = υs(θ, t)
f = ¡z1 ¡ Kdz2 ¡ g(ν) ¡ ©(ν)ϕ̂

+C(ν)α1 + Mσ1 + Mαθ
1υs(θ, t)

input =

(
(η, ν) ,

³
ηd(θ), ηθ

d(θ), η
θ2
d (θ)

´
,¡

υs(θ, t), υθ
s(θ, t), υt

s(θ, t)
¢

)

output = ff, θg
Guidance :
input = fθ, ud(t), _ud(t)g

output =

( ³
ηd(θ), ηθ

d(θ), η
θ2
d (θ)

´
,¡

υs(θ, t), υθ
s(θ, t), υt

s(θ, t)
¢

)

Fuglseth, Tøndel and Fossen (2003), where the routine developed by the
former authors has been used in these experiments.

For the experiment, the controller settings were Kp = diag(0.5, 2.0, 1.5),
Kd = diag(8, 25, 18), and ¡ = diag(8, 4, 8, 8, 8, 4, 8, 8). The initial condition
for the parameter update was ϕ̂(0) = 0. The ship was …rst put to rest in dy-
namic positioning (zero speed) at ηd(0), and then the ship was commanded
online to move along the path with uREF = 0.15m/ s for 22 rounds before
we commanded it to come to a stop again. The experiment was conducted
on calm water without environmental disturbances (sea state code 0) since
we use and wish to estimate zero frequency hydrodynamic parameters.

Figure B.12 shows how CS2 accurately traced the path (in the time in-
terval t 2 [808, 950] s). In the experiment we experienced problems with
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position measurement outages along the upper side of the path. This ac-
counts for the transients at t ¼ 500 s in the surge speed response seen in
Figure B.13. The way the maneuvering problem is posed, accurate path
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1.5

y
e

x
e

Figure B.12: CyberShip II tracing the desired path.

following has priority over accurate speed tracking. Nevertheless, it is seen
in Figure B.13 that CS2 tracks the commanded speed quite well. Figure
B.14 shows the adaptive parameter estimates of ϕ̂(t). We observe a rapid
change and a subsequent slow convergence to new values. We believe those
values are close to the true values for the nominal surge speed u ¼ 0.15m/ s
and moving along this ellipsoidal path. It is likely that the parameter con-
vergence will be di¤erent for di¤erent paths and speeds. Nonetheless, we
adopt these values as approximate values for the remaining parameters in
the maneuvering model for CS2; see Table B.4.

Table B.4: Adaptively estimated parameters for CyberShip II
Yjrjv -0.805 Njrjv 0.130
Yr -7.250 Nr -1.900
Yjvjr -0.845 Njvjr 0.080
Yjrjr -3.450 Njrjr -0.750

This robust adaptive maneuvering design with experiments also illus-
trates that 100% numerically correct values for the hydrodynamic parame-
ters are not necessary to achieve accurate tracing of the path. Table B.5
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Figure B.13: The desired and actual surge speed of CyberShip II for the full
experiment. Notice the discrepancies around t ¼ 500 s which resulted from
position measurement outages.

shows the standard deviations of the error signals in z1. The most impor-
tant variable for path keeping is z12 since this is an approximate measure of
the cross-track error (provided the ship is pointed along the path, z13 ¼ 0).
An accuracy of 2.26 cm is 7.8% of the ship breadth and acceptable. This
corresponds to an accuracy of 1.58m for the full scale ship having a breadth
of 20.3m.

Table B.5: Standard deviations for CyberShip II in the free-running maneu-
vering experiment.

ud[m/ s] z11[m] z12[m] z13[deg] u ¡ ud[ m/ s]
0.15 0.0350 0.0226 2.623 0.0080

B.4 Conclusion

We have presented a modeling, identi…cation, and control design for the task
of maneuvering a ship along desired paths. The identi…cation and adaptive
maneuvering procedure with experiments have provided numerical values
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Figure B.14: Adaptive parameter estimates ϕ̂(t) in the free-running Cyber-
Ship II maneuvering experiment.

for all parameters in the nonlinear ship model for CyberShip II. It was the
intention of the authors to quantify such a model and share it with the
marine control research community for use in simulations and case studies.
Material from a rich variety of references have been used to describe the
model, its di¢culties and possible simpli…cations.

System identi…cation procedures, using a towing carriage in the Marine
Cybernetics Laboratory in Trondheim, Norway, were performed where the
model ship CyberShip II was towed at many di¤erent velocities and the
average towing forces were recorded. For zero acceleration and zero input
forces these measurements are directly related to the drag of the ship hull.
These measurements were accurately …tted to a nonlinear damping model
of the ship for pure surge and sway motions. Knowing these nominal mod-
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els, the same towing tests were repeated, with the thrusters and rudders
activated, to …nd the actuator models. After these tests, eight damping
parameters related to the yaw rate of the ship were still unknown. To …nd
these, an adaptive maneuvering control law was implemented and experi-
mentally tested. The estimates of the unknown parameters in this experi-
ment were assumed to be close to the true values and therefore adopted as
the remaining numerical values.

In summary, this design with experimental testing has provided a com-
plete maneuvering model with numerical values for CyberShip II. The accu-
racy of the obtained parameters are believed to be close to the true values
(as far as this is possible to quantify for a nonlinear ship model that still
is a mere simpli…cation of the real world). Nonetheless, the free-running
maneuvering experiment using a robust adaptive control law showed that
accurate maneuvering along desired paths is very much achievable in pres-
ence of modeling uncertainties and exogenous disturbances.


