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Several strategies to reduce the dataset / compress the evaluation function:
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Motivation: distributed learning

## Claim

in this talk we do not present the results on non-separable datasets
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## Definition <br> $\Delta_{j}$ 's of a given $\left(x_{i}, y_{i}\right)$ :



## Alternative characterization of the Potential SVs

## Proposition

$\left(\boldsymbol{x}_{i}, y_{i}\right)$ is Potential SV

## if and only if

exists $\boldsymbol{w} \neq \mathbf{0}$ s.t.

$$
\left\{\begin{array} { l } 
{ \Delta _ { n } ^ { T } \boldsymbol { w } \leq 0 } \\
{ \vdots } \\
{ \Delta _ { m } ^ { T } \boldsymbol { w } \leq 0 }
\end{array} \quad \left\{\begin{array}{l}
\Delta_{p}^{T} \boldsymbol{w}<0 \\
\vdots \\
\Delta_{q}^{T} \boldsymbol{w}<0
\end{array}\right.\right.
$$

(data of the same class)
(data of the opposite class)

## Alternative characterization of the Potential SVs

Proposition
$\left(\boldsymbol{x}_{i}, y_{i}\right)$ is Potential SV

> if and only if
exists $\boldsymbol{w} \neq \mathbf{0}$ s.t.

$$
\left\{\begin{array} { l } 
{ \Delta _ { n } ^ { T } \boldsymbol { w } \leq 0 } \\
{ \vdots } \\
{ \Delta _ { m } ^ { T } \boldsymbol { w } \leq 0 }
\end{array} \quad \left\{\begin{array}{l}
\Delta_{p}^{T} \boldsymbol{w}<0 \\
\vdots \\
\Delta_{q}^{T} \boldsymbol{w}<0
\end{array}\right.\right.
$$

(data of the same class)
(data of the opposite class)
Corollary (well known in literature)
( $\boldsymbol{x}_{i}, y_{i}$ ) discardable if $\boldsymbol{x}_{\boldsymbol{i}}$ in the interior of the convex hull of the data of the same class
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## Proposition

The measure of the set of input locations that satisfy " $\leq$ " condition but not " $<$ " one is zero
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- consider a $\left(\boldsymbol{x}_{i}, y_{i}\right)$
(3) compute the $\Delta_{j} \mathrm{~s}$
- consider the problem

$$
\begin{aligned}
& \max . \\
& \text { s.t. }\left\{\begin{array}{l}
\omega_{n}+\ldots+\omega_{q} \\
\Delta_{j}^{T} \boldsymbol{w}+\omega_{j} \leq 0 \\
\omega_{j} \geq 0
\end{array} \quad j=n, \ldots, q\right.
\end{aligned}
$$

## (feasibile if and only if " $\leq$ " condition holds)

(9) apply just one simplex step starting from $\boldsymbol{w}=\mathbf{0}$, $\omega_{n}=\ldots=\omega_{p}=0$
(i.e. check if it is possible to move from the origin)
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## no algorithms can return better answers

> improvements possible only under computational complexity points of view

- computational complexity $\propto$ complexity of simplex algorithm
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## A numerical example


future training can consider just Potential SVs

## Summary

- considered separable datasets
- introduced the concept of Potential Support Vectors
- saw that data that are not Potential SVs bring no information
- Potential SVs can be computed
- before training steps
- iteratively
- exploiting just one simplex step per datum


## Future works

- extend results for non-separable datasets
- (analytically) check whether Potential SVs can speed-up training strategies (e.g., embed PSVs in SMO strategies)
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