ABSTRACT

We have developed a 2D model to capture the effect of self-sustained oscillations of vocal fold tissue in the human larynx due to the interaction with the airflow from the lungs. We describe the flow by the compressible Navier-Stokes equations in the arbitrary Lagrangian–Eulerian (ALE) formulation and the structure by the linear elastic wave equation. The solver utilizes globally fourth order accurate summation by parts (SBP) finite difference operators in space and the classical fourth order explicit Runge-Kutta method in time. Simultaneous approximation term (SAT) expressions are derived to weakly impose the velocity and traction boundary conditions for the structure.

We have performed simulations for the explicitly coupled fluid-structure system with realistic parameters for human phonation. We have been able to model the self-sustained oscillations at the expected frequency.

Keywords: fluid-structure interaction, high order finite difference method, phonation.

NOMENCLATURE

Greek Symbols

$\Lambda$ Eigenvalue matrix for linear elastic equations.
$\lambda, \mu$ Lamé parameters; $\lambda$ also refers to an eigenvalue.
$\sigma$ Cauchy stress tensor.
$\xi, \eta$ Computational coordinates.

Latin Symbols

$A, B$ Matrices for the linear elastic wave equation.
$c_p, c_L$ Primary and secondary wave speeds in the structure.
$F, G$ Flux vectors in $x$- and $y$-directions.
$f, g, h$ Components of the Cauchy stress tensor $\sigma$ in the structure.
$F^{c,v}, G^{c,v}$ Inviscid ($c$) and viscous ($v$) flux vectors.
$g^{I,II}$ Functions representing the boundary conditions for characteristic variables $u^{I,II}$.
$H$ Diagonal norm matrix associated with $Q$.
$J^{-1}$ Jacobian determinant of coordinate transformation.
$k = \xi, \eta$ Computational coordinate.
$p$ Pressure in the fluid.
$Q$ Finite difference operator.
$q, \tilde{q}$ Vector of unknowns in the structure in physical and computational coordinates.
$\hat{q}$ Grid function of unknowns in the structure in computational coordinates.

$R, L$ Matrices for right and left going characteristic variables at right and left boundaries.
$\text{SAT}^{(k)}_i$ Vector value of SAT expression in characteristic variables at grid point $i$ in direction $k = \xi, \eta$.
$\text{SAT}^{(k)}_{i,j}$ Vector value of SAT expression in standard variables at grid point $i$ in direction $k = \xi, \eta$.
$\text{SAT}_{i,j}$ Vector value of total SAT expression in standard variables at grid point $i, j$.
$T$ Matrix of eigenvectors.
$i$ Traction from the fluid at fluid-structure interface.
$t$ Time.
$U, \bar{U}$ Vector of conservative variables in the fluid in physical and computational coordinates.
$u, v$ Velocity components in the structure.
$u^{I,II}, \bar{u}^{I,II}$ Characteristic variables corresponding to positive and negative eigenvalues and their corresponding grid functions.
$\tilde{u}(k = k_0, i)$ Specified boundary conditions on variables $u, v$ at $k = k_0$.
$\hat{U}$ Grid function of conservative perturbation variables in the fluid in computational coordinates.
$u$ Discrete solution.
$x, y$ Cartesian coordinates.

Sub/superscripts

$'$ Perturbation variables.
$i, j$ Indices $i, j$.
$n$ Time level $n$.

INTRODUCTION

Our voice is generated in our larynx by the vibrating vocal folds interacting with the airstream from the lungs. The vocal folds, or vocal cords, are two symmetric membranes that protrude from the walls of the larynx at the top of the trachea of humans and most mammals forming a slit-like opening known as the glottis in the airway. In a simplified three-layer model, the vocal folds are composed of the thyroarytenoid muscle, also known as the vocal fold muscle, and the vocal ligament covered by a mucous layer, cf. Figure 1. During normal breathing, the vocal tract is open and air can pass unobstructed. During phonation, the vocal fold muscle is tensed in the longitudinal direction so that the glottal opening becomes narrower. As the high-pressure air expelled from the lungs is forced through this narrow opening, it pushes the vocal folds apart. The air column gains momen-
In this paper, we employ a high order finite difference approach based on summation by parts (SBP) operators (Strand, 1994; Gustafsson et al., 1995; Gustafsson, 2008) to solve the compressible Navier–Stokes equations and the linear elastic wave equation, i.e., Navier’s equation. Fluid and structure interact in a two-way coupling, meaning that fluid stresses deform the flexible structure which in turn causes the fluid to conform to the new structural boundary via no-slip boundary conditions. The traction boundary conditions and the location and velocity of the vocal fold boundaries are communicated between structure and fluid at the beginning of each time step of the explicit Runge–Kutta time stepping of fluid and structure. While the velocity and traction boundary conditions for the structure are weakly imposed using the simultaneous approximation term (SAT) approach (Larsson and Müller, 2011), the no-slip boundary conditions for the fluid are enforced by injecting the data supplied by the structure. The approach has been tested for a 2D model of the larynx and the vocal folds.

The present work is based on Martin Larsson’s PhD thesis (Larsson, 2010) and the six papers by Larsson and Müller (Larsson and Müller, 2009a,b, 2011, 2010b,a,c) contained therein.

**GOVERNING EQUATIONS**

**Compressible Navier–Stokes equations**

The perturbation formulation is used to minimize cancellation errors when discretizing the Navier–Stokes equations for compressible low Mach number flow (Sesterhenn et al., 1999; Müller, 1996). The 2D compressible Navier–Stokes equations in conservative form can be expressed in perturbation form as (Müller, 2008; Larsson and Müller, 2009a)

\[
U_i^{t'} + F_i^{c\bar{t}} + G_i^{\bar{t}t} = F_i^{\bar{v}t} + G_i^{\bar{v}t},
\]

where the vector \( U \) denotes the perturbation of the conservative variables with respect to the stagnation values. \( U' \) and the inviscid (superscript \( c \)) and viscous (superscript \( \bar{v} \)) flux vectors can be found in, e.g., (Larsson and Müller, 2009a). General moving geometries are treated by a time dependent coordinate transformation \( t = \xi(t,x,y), \eta = \eta(t,x,y) \). The transformed 2D conservative compressible Navier–Stokes equations in perturbation form read (Larsson and Müller, 2009a)

\[
\tilde{U}_i^{t'} + \tilde{F}_i^{c\bar{t}} + \tilde{G}_i^{\bar{t}t} = \tilde{F}_i^{\bar{v}t} + \tilde{G}_i^{\bar{v}t},
\]

where \( \tilde{U}' = J^{-1}U' \), \( \tilde{F}' = J^{-1}(\tilde{\xi}\tilde{U}' + \tilde{\xi}'(F^{c\bar{t}} - F^{\bar{v}t} + \tilde{\eta}(G^{c\bar{t}} - G^{\bar{v}t})) \) and \( \tilde{G}' = J^{-1}(\eta U' + \eta'(F^{c\bar{t}} - F^{\bar{v}t} + \eta(G^{c\bar{t}} - G^{\bar{v}t})) \). Equation (2) constitutes the arbitrary Lagrangean–Eulerian (ALE) formulation of the 2D compressible Navier–Stokes equations in perturbation form. No-slip adiabatic wall boundary conditions are used at the upper and lower walls of the vocal tract including the moving boundaries of the upper and lower vocal folds, cf. Figure 2. The Navier–Stokes Characteristic Boundary Conditions (NSCBC) technique by (Poisot and Lele, 1992) is employed at the outflow, i.e., the right boundary in Figure 2 (Larsson and Müller, 2009b). At the inflow, i.e., the left boundary in Figure 2, the pressure, temperature and \( y \)-component of velocity are imposed as \( p = p_{\text{ambient}} + \Delta p, T = T_0 = 310 \text{ K}, \) and \( v = 0 \), respectively. The \( x \)-component of velocity \( u \) at the inflow and the pressure \( p \) at the walls are computed from the 2D compressible Navier–Stokes equations (2) discretized at the boundaries.

\[ 1.\quad \text{mass balance} \]

\[ 2.\quad \text{momentum balance} \]

\[ 3.\quad \text{energy balance} \]

\[ 4.\quad \text{continuity equation} \]

\[ 5.\quad \text{interface conditions} \]

\[ 6.\quad \text{boundary conditions} \]

\[ 7.\quad \text{numerical schemes} \]

\[ 8.\quad \text{validation} \]

\[ 9.\quad \text{conclusion} \]
Linear elastic wave equation

The 2D linear elastic wave equation written as a first order hyperbolic system reads in Cartesian coordinates

\[ q_t = Aq_x + Bq_y, \]

where the unknown vector \( q = (u, v, f, g, h)^T \) contains the velocity components \( u, v \) and the stress components \( f, g, h \). The coefficient matrices \( A, B \) depend on the the Lamé parameters \( \lambda, \mu \) and the density \( \rho \) which are here all taken to be constant in space and time, e.g., (Fornberg, 1998; LeVeque, 2002; Larsson and Müller, 2010c).

The linear combination \( P(k_x, k_y) = k_xA + k_yB \) can be diagonalized with real eigenvalues and linearly independent eigenvectors. The eigenvalue matrix is defined as the diagonal matrix with the eigenvalues of \( P(k_x, k_y) \) in decreasing order,

\[ \hat{\Lambda}(k_x, k_y) = \begin{pmatrix} (k_x^2 + k_y^2)^{1/2} \text{diag}(c_p, c_s, 0, -c_s, -c_p) \end{pmatrix}, \]

where the wave speeds are \( c_p = \sqrt{(\lambda + 2\mu)/\rho} \) and \( c_s = \sqrt{\mu/\rho} \), referred to as primary (or pressure) and secondary (or shear) wave speeds, respectively.

To treat curvilinear grids we introduce the mapping \( \xi, \eta \). The Jacobian determinant \( J^{-1} \) of the transformation is given by \( J^{-1} = x\xi y\eta - x\eta y\xi \) and the linear elastic wave equation can then be written as

\[ \hat{q}_t = (\hat{\Lambda}\hat{q})_\xi + (\hat{\beta}\hat{q})_\eta \]

where the hats signify that the quantities are in transformed coordinates, i.e., \( \hat{q} = J^{-1}q \), \( \hat{\Lambda} = \hat{\xi}^2A + \hat{\xi}\hat{\eta}B \) and \( \hat{\beta} = \eta_1A + \eta_2B \).

Characteristic variables

In order to describe the simultaneous approximation term (SAT) expressions in transformed coordinates we need to find the characteristic variables for the transformed equation in which the coefficient matrices are linear combinations of the coefficient matrices in the \( x \)- and \( y \)-directions.

\[ \hat{q}_t = ((k_xA + k_yB)\hat{q})_k \]

where \( k = \hat{\xi}, \eta \). We form the linear combination \( P(k_x, k_y) = k_xA + k_yB \). The coefficient matrices \( A \) and \( B \) have the same set of eigenvalues \( \Lambda = \text{diag}(c_p, c_s, 0, -c_s, -c_p) \), whereas for the linear combination \( P(k_x, k_y) \) we get \( \hat{\Lambda}(k_x, k_y) = (k_x^2 + k_y^2)^{1/2}\Lambda \). To find the linearly independent eigenvectors of \( P(k_x, k_y) \), we solve the underdetermined system \( (P(k_x, k_y) = \hat{\lambda}_i)v_i \) for \( i = 1, ..., 5 \). These five eigenvectors \( v_i \) become the columns in the eigenvector matrix \( T(k_x, k_y) \), cf. Appendix A. We have some degrees of freedom in choosing \( T \), because each column can be scaled by any nonzero constant. The inverse of this matrix is obtained with a symbolic computer program, cf. Appendix A. In Appendix A, we have introduced the following abbreviations \( k = (k_x^2 - k_y^2)/(k_x^2 + k_y^2), \quad r = (k_x^2 + k_y^2)^{1/2}, \quad \hat{c}_p = rc_p, \quad \hat{c}_s = rc_s, \quad \alpha = (\hat{\lambda} + 2\mu)/\hat{\lambda} \) and \( \beta = \alpha\hat{\lambda}\mu/\hat{\lambda} \). For all directions \( (k_x, k_y) \) we have that \( T^{-1}(k_x, k_y)P(k_x, k_y)T(k_x, k_y) = \hat{\Lambda}(k_x, k_y) \). The transformation to characteristic variables is given by \( \hat{u}^{(k)} = T^{-1}(k_x, k_y)\hat{q} \) for each of the two coordinate directions \( k = \hat{\xi}, \eta \). The transformation back to flow variables is given by \( \hat{q} = T(k_x, k_y)u^{(k)} \).

TIME STABLE HIGH ORDER DIFFERENCE METHOD

Energy method

The energy method is a general technique to prove sufficient conditions for well-posedness of partial differential equations (PDE) and stability of difference methods with general boundary conditions.

Consider the solution of the model problem in 1D with

\[ u_t = \hat{\lambda}u_x, \quad \hat{\lambda} > 0, \quad 0 \leq x \leq 1, \quad t \geq 0, \quad u(x, 0) = f(x), \quad u(1, t) = g(t). \]

Here, the symbol \( \hat{\lambda} \) represents a general eigenvalue for the hyperbolic system and should not be confused with the Lamé parameter. Define the \( L_2 \) scalar product for real functions \( v \) and \( w \) on the interval \( 0 \leq x \leq 1 \) as

\[ (v, w) = \int_0^1 v(x)w(x)dx \]

which defines a norm of the continuous solution at some time \( t \) and an energy \( E(t) = ||u(\cdot, t)||^2 = (u, u) \). Using integration by parts \( (v(x)w(x))_t = v(x, 0)w(0, t) - v(0, t)w(0, t) - (v_xw)_x \), we get

\[ \frac{dE}{dt} = \frac{d||u||^2}{dt} = (u_t, u) + (u, u_t) = \hat{\lambda}(u_xu_x + u_xu) = \hat{\lambda}||u_x||^2 + [u_x^2 - (u_x, u)] = \hat{\lambda}||u_x||^2 - \hat{\lambda}u_x^2. \]

If \( \hat{\lambda} > 0 \), the boundary condition \( u(1, t) = 0 \) yields a non-growing solution (note that periodic boundary conditions would also yield a non-growing solution), i.e., \( E(t) \leq E(0) \leq ||f(x)||^2 \). Thus, the energy of the solution is bounded by the energy of the initial data. As a unique solution of the initial-boundary value problem (IBVP) (7) exists, the problem is well-posed.

Summation by parts operators

The idea behind the summation by parts technique for first order IBVP is to devise difference approximations \( Q \) of the first spatial derivative satisfying the discrete analogue of integration by parts called the summation by parts (SBP) property (Gustafsson, 2008). To outline the idea for the numerical solution of (7), we introduce the equidistant grid \( x_j = jh, \quad j = 0, ..., N, \quad h = 1/N, \quad \text{and a solution vector containing the solution at the discrete grid points}, \quad \mathbf{u} = (u_0(t), u_1(t), ..., u_N(t))^T \). The semi-discrete problem can be stated using a difference operator \( Q \) approximating the first derivative in space,

\[ \frac{du}{dt} = \hat{\lambda}Q\mathbf{u}, \quad u_1(0) = f(x_1). \]

We also define a discrete scalar product and corresponding norm and energy by

\[ (\mathbf{u}, \mathbf{v})_h = h\sum_{i,j}h_{ij}u_iv_j, \quad E_h(t) = ||\mathbf{u}||_h^2 = (\mathbf{u}, \mathbf{u})_h. \]
where the symmetric and positive definite norm matrix $H = \text{diag}(H_L, I, H_R)$ has components $h_{ij}$. In order for (10) to define a scalar product, $H_L$ and $H_R$ must be symmetric and positive definite. We say that the difference operator $Q$ satisfies the summation by parts property (SBP), if

$$
(u, Qv)_h = u_N v_N - (u_{0N})_0 - (Q(u, v))_h. \tag{11}
$$

It can be seen that this property is satisfied, if the matrix $G = HQ$ satisfies the condition that $G + G^T = \text{diag}(-1, \ldots, 0, 1)$. If $Q$ satisfies the SBP property (11), then the energy method for the discrete problem yields:

$$
\frac{dE_h}{dt} = \frac{d}{dt}[\|u\|_2^2] = (u, u)_h + (u, u)_h = \lambda[(Q(u, u)_h + (u, Qu)_h)] = \lambda[(Q(u, u)_h - (S, u)]_h + (u, Q(u, u)_h - (u, S)_h)_{NN} = \lambda[(1 - 2\tau)u^2 - u^2]
$$

since $(S, u)_h = (u, S)_h = hu^T H h^{-1} (0, 0, \ldots, 0, 1)^T = u_N$. The discretization is time stable if $\tau \geq 1/2$.

The extension of the time stable SAT method to 1D hyperbolic systems

$$
u_t = \Lambda u_x \tag{13}
$$

with a diagonal $r \times r$ coefficient matrix $\Lambda$ is performed in the following way (Carpenter et al., 1994). The coefficient matrix $A$ is chosen such that the diagonal entries appear in descending order, i.e., $\lambda_1 > \lambda_2 > \ldots > \lambda_k > 0 > \lambda_{k+1} > \ldots > \lambda_r$.

The solution vector $u$ is split into two parts corresponding to positive and negative diagonal elements $u^p = (u^{(i)}, \ldots, u^{(r)})^T$ and $u^n = (u^{(k+1)}, \ldots, u^{(r)})^T$, where $u^{(i)}$ is the $i$th component of $u$. Since the $i$th component of (13) reads $u^{(i)}_t = \lambda^{(i)} u^{(i)}_x$, the vectors $u^p$ and $u^n$ are transported to the left and right, respectively. Therefore, boundary conditions have to be prescribed on $u^p$ at the right boundary $x = 1$ and on $u^n$ at the left boundary $x = 0$. To allow for coupling of the in- and outgoing variables at the boundaries, we introduce a $k \times (r - k)$ matrix $R$ and a $(r - k) \times k$ matrix $L$.

We define boundary conditions $g^p(t) = (g^{(1)}(t), \ldots, g^{(r)}(t))$ and $g^n(t) = (g^{(k+1)}(t), \ldots, g^{(r)}(t))$. Then, the boundary conditions are given by

$$
u^p(1, t) = R u^n(0, t), \quad u^n(0, t) = L u^p(1, t) + g^n(t). \tag{14}
$$

Under the constraint $|R|L \leq 1$, the IBVP (13) with (14) is well-posed (Carpenter et al., 1994), where the matrix 2-norm is defined by $|R| = \sqrt{\text{tr}(R^T R)}$ and $\rho(A)$ is the spectral radius of $A$.

We define the grid functions of the components of $u$ as $u^{(i)} = (u_{0}^{(i)}, \ldots, u_{N}^{(i)})^T$, where $u_{0}^{(i)} = u^{(i)}(x_0)$. Then, we define the grid functions of $u^p$ and $u^n$ as $u^p = (u^{(1)}, \ldots, u^{(i)})^T$ and $u^n = (u^{(k+1)}, \ldots, u^{(r)})^T$. The boundary conditions (14) for the semi-discretization of (13) are imposed by the SAT method as (Carpenter et al., 1994)

$$
\frac{du^{(i)}}{dt} = \lambda_i u^{(i)} - \tau S^{(i)}(u^{(i)}_h - (R u^n)^{(i)}) - g^{(i)}(t), \quad 1 \leq i \leq k,
$$

$$
\frac{du^{(i)}}{dt} = \lambda_i u^{(i)} + \tau S^{(i)}(u^{(i)}_0 - (L u^n)^{(i-k)}) - g^{(i)}(t), \quad k + 1 \leq i \leq r \tag{15}
$$

where $S^{(i)} = h^{-1} H^{-1} (0, 0, \ldots, 1)^T$ for $1 \leq i \leq k$ and $S^{(i)} = h^{-1} H^{-1} (1, 0, \ldots, 0)^T$ for $k + 1 \leq i \leq r$. Regarding the notation, $(R u^n)^{(i)}$ should be interpreted as follows: $u^n_0 = (u^{(r-k)}, \ldots, u^{(r)})^T$ is the last row of $u^n$ transposed. Multiplying $R$ by $u^n_0$ yields a new vector of which the $(j)$th component is taken. The interpretation of $u^n_0$ is similar with $u^n_0 = (u^{(0)}, \ldots, u^{(k)})^T$.

As shown by (Carpenter et al., 1994), the SAT method is both stable in the classical sense and time stable provided that

$$
1 - \sqrt{1 - |R||L|} \leq \tau \leq 1 + \frac{1}{\sqrt{1 - |R||L|}}. \tag{16}
$$

SAT EXPRESSIONS FOR THE LINEAR ELASTIC WAVE EQUATION

**Notation for boundary conditions**

We adopt the notation $u(k_0, t) = \bar{u}(k \rightarrow k_0, t)$ to represent a 1D boundary condition on the solution variable $u$ in any direction $k$ where $k = \xi$ or $k = \eta$ and $\bar{u}(k, t)$ is the given functions of time on the boundaries $k_0 = 0$ and $k_0 = 1$ which the
solution variable \( u \) should match on those boundaries. For example, \( \vec{u}(\xi = 1, t) \) is the given \( u \)-velocity at the boundary \( \xi = 1 \) and \( u(1, t) \) is the corresponding solution to the equations. In 2D, the boundary condition also depends on the second coordinate direction, which we indicate by \( \vec{u}(\xi = 1, \eta, t) \) and \( \vec{u}(\xi, \eta = 1, t) \) for boundary conditions in the \( \xi \)- and \( \eta \)-directions, respectively. Finally, for the discretized 2D boundary conditions, we write instead \( \vec{u}(\xi = 1, t) = \vec{u}(\xi = 1, \eta_j, t) \) and \( \vec{u}(\eta = 1, t) = \vec{u}(\xi_j, \eta = 1, t) \).

**Presentation of SAT expressions**

The SAT expressions for the linear elastic wave equation derived in (Larsson and Müller, 2010c) are summarized here. To apply the theory for 1D linear diagonalized hyperbolic systems (13), we have to express (6) in characteristic form, i.e., \( u_t = \Lambda u_x \). \( u = u^{(k)} = T^{-1}(k_x, k_y)\vec{q} \) is the vector of the characteristic variables in the \( k \)-direction where \( \vec{q} = J^{-1}(u, v, f, g, h)^T \). \( \Lambda = \tilde{\Lambda}(k_x, k_y) \) is the diagonal matrix with the eigenvalues of \( P(k_x, k_y) \) where \( k_x = \xi \) or \( k = \eta \), and \( \vec{u}_c = \frac{\partial \varepsilon}{\partial u} \).

We form the two sub-vectors corresponding to positive and negative eigenvalues as

\[
\begin{bmatrix} u_1 \ u_2 \end{bmatrix}^T, \quad \begin{bmatrix} u_4 \ u_5 \end{bmatrix}^T
\]

(17)

with the aim to form boundary conditions with the matrices \( R \) and \( L \). Since the components of \( u^I \) and \( u^II \) contain velocity and stress components in positive or negative pairs, it is easy to find \( 2 \times 2 \) matrices \( L \) and \( R \) in Equation (14) in order to prescribe velocity or traction components as boundary conditions \( g^I \) and \( g^II \). Let us illustrate this approach for prescribing the velocity components \( u \) and \( v \) at the boundaries. Looking at the characteristic variables, we find the following identities to prescribe the velocity components \( u_{bc} = (k_x u + k_y v)/r \) and \( u_t = -(k_x u + k_y v)/r \) normal and tangential, respectively, to a grid line \( k = const. \)

\[
\begin{bmatrix} u_1 \ u_2 \end{bmatrix}^T = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \begin{bmatrix} u(k_x, k_y) \\ \frac{\lambda}{c_p} u_t \end{bmatrix}
\]

(18)

\[
\begin{bmatrix} u_4 \ u_5 \end{bmatrix}^T = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} u(k_x, k_y) \\ \frac{\lambda}{c_p} u_t \end{bmatrix}
\]

(19)

Thus, using the matrices \( L = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \) and \( R = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \) in Equation (14), we can prescribe boundary conditions for \( g^I(k_x, k_y, t) = J^{-1} \left( \frac{\lambda}{c_p} (k_x u + k_y v) \right) \) and

\[
\begin{bmatrix} \frac{\lambda}{c_p} (k_x u + k_y v) \\ -k_x u + k_y v \end{bmatrix}
\]

(20)

below. Note that \( L \) and \( R \) are independent of the direction, but depend on the particular type of boundary condition to be imposed (velocity or traction). For boundary conditions on the velocities \( u \) and \( v \), we get using the identities (18)–(19) the following expressions

\[
g^I(k_x, k_y, t) = J^{-1} \left( \frac{\lambda}{c_p} (k_x u + k_y v) \right)
\]

(21)

\[
g^II(k_x, k_y, t) = J^{-1} \left( \frac{\lambda}{c_p} (k_x u + k_y v) \right)
\]

(22)

where \( u(k_x, k_y, t) \), \( v(k_x, k_y, t) \) are the given boundary conditions on \( u, v \) at the boundaries.

The boundary conditions on the stresses come from a traction boundary condition of the form \( \sigma \mathbf{n} = \mathbf{t} \) where \( \mathbf{t} = (f, g, h)^T \) is the given traction vector from the fluid and \( \sigma = \begin{bmatrix} f \\ g \\ h \end{bmatrix} \) is the Cauchy stress tensor in the structure. The unit normal \( \mathbf{n} \) can be expressed in terms of the coordinate transformation as \( \mathbf{n} = (1/r)(k_x, k_y)^T \). Figure 3, and the components of \( g^I \) and \( g^II \) for traction boundary conditions can be written as

\[
g^I(k_x, k_y, t) = J^{-1} \left( \frac{1}{r^2} \right) \begin{bmatrix} f(k_x, k_y, t) + \lambda \tilde{r}(k_y, k_x, t) \\ -\frac{\lambda}{c_p} (k_x u(k_x, k_y, t) + k_y v(k_x, k_y, t)) \end{bmatrix}
\]

(23)

Therefore it is sufficient to specify the two parameters \( \tilde{r} \) and \( \tilde{\tilde{r}} \) on each boundary instead of all of the three \( f, g, h \), which might otherwise violate well-posedness.

Inserting the definitions of \( g^I \) and \( g^II \) into Equation (15) a SAT expression (which we simply call SAT) for each of the five equations in characteristic variables. At a general index \( i \in \{1, 0, ..., \} \) in the \( k \)-direction, the SAT vector for prescribed velocity components will be

\[
\begin{align*}
\text{SAT}^I_{\xi} & = \frac{1}{h_{kNN}} \begin{bmatrix} 
\frac{\lambda h_{NN}^{-1} \delta_N}{k_x} [k_x (u_N - \bar{u}(k_x, k_y, t))] + k_y (v_N - \bar{v}(k_x, k_y, t)) \\
\frac{\lambda h_{NN}^{-1} \delta_N}{k_y} [k_y (u_N - \bar{u}(k_x, k_y, t))] + k_x (v_N - \bar{v}(k_x, k_y, t)) \\
0 \\
-\frac{\lambda h_{NN}^{-1} \delta_0}{k_x} [k_x (u_0 - \bar{u}(k_x, k_y, t))] + k_y (v_0 - \bar{v}(k_x, k_y, t)) \\
-\frac{\lambda h_{NN}^{-1} \delta_0}{k_y} [k_y (u_0 - \bar{u}(k_x, k_y, t))] + k_x (v_0 - \bar{v}(k_x, k_y, t))
\end{bmatrix},
\end{align*}
\]

where \( h_{NN} \) and \( h_{NN} \) are the first and last entries, respectively, of the diagonal norm matrix \( H \). Note that the SAT term for the characteristic variable \( u_3 \) with characteristic speed zero
is zero, because for $u_3$ no boundary condition must be given. For $k = \xi$, we use the index $i$, while for $k = \eta$ we employ index $j$ for $i$ and $M$ for $N$. Equation (16) implies $\tau = 1$.

For each of the two spatial directions, the transformation matrix $T(k_x, k_y)$ is applied to get the corresponding SAT expressions in flow variables.

$$\text{SAT}_i^{(k)} = T(k_x, k_y)\text{SAT}_i^{(1)}(k_x, k_y)$$

(24)

for $k = \xi$ and $\eta$. Finally, the total SAT expression is then the sum of the two contributions from the two coordinate directions.

$$\text{SAT}_{i,j} = \text{SAT}_{i,j}^{(\xi)}(\xi_i, \xi_j) + \text{SAT}_{i,j}^{(\eta)}(\eta_i, \eta_j)$$

(25)

**FLUID-STRUCTURE INTERACTION**

**Arbitrary Lagrangean–Eulerian (ALE) formulation**

The displacement of the fluid-structure interface determines the shape of the fluid domain, and the structure velocity at the interface determines the internal grid point velocities in the fluid domain. The left and right boundaries of the fluid domain are the in- and outflow, respectively. The top and bottom parts of the fluid domain are bounded by the flexible vocal folds and the inner wall of the vocal tract which is here assumed to be rigid. As we do not assume symmetry with respect to the streamwise centerline of the vocal tract, the motions of the two vocal folds are solved individually. In our arbitrary Lagrangean–Eulerian (ALE) formulation, the positions and velocities of the grid points in the fluid domain are linearly interpolated along the grid lines connecting the upper and lower vocal folds where the positions and velocities are given by the structure solution. Figure 4 shows the given structure velocities with bold arrows and the interpolated grid point velocities $\hat{x}$, $\hat{y}$ (thin arrows) for three grid lines. To obtain the time derivative of $J^{-1}$ as needed in (2), a geometric invariant (Visbal and Gaitonde, 2002) is used. This geometric conservation law states that

$$(J^{-1})_t + (J^{-1}\xi)_\xi + (J^{-1}\eta)_\eta = 0.$$  

(26)

The time derivatives of the computational coordinates $\xi, \eta$ can here be obtained from the grid point velocities $\dot{x}, \dot{y}$ as $\dot{\xi} = -(\dot{x}\xi + \dot{y}\xi)$, $\dot{\eta} = -(\dot{x}\eta + \dot{y}\eta)$ which can be seen by differentiating the transformation with respect to $\tau$. With the $\xi$- and $\eta$-derivatives in (26) discretized by the globally fourth order SBP operator, we get the time derivative $(J^{-1})_t$ at each time level. The Jacobian determinant $J$ of the coordinate transformation is determined by $J^{-1}_t = x_\xi y_\eta - x_\eta y_\xi$ and the metric terms by $J^{-1}_x = y_\eta$, $J^{-1}_y = -x_\eta$, $J^{-1}_\xi = -y_\xi$, $J^{-1}_\eta = x_\xi$.

**Description of fluid-structure interaction algorithm**

At the start of a simulation, we construct the fixed reference configuration for the structure and set the initial variables to zero (zero velocity and no internal stresses). The initial conditions for the perturbation variables $U'$ in the fluid domain are taken equal to zero as well (stagnation conditions). In the first time step, the fluid domain is uniquely determined by the reference boundary of the structure. To go from time level $n$ to $n + 1$, we first take one time step for the fluid with imposed pressure boundary conditions at the inflow and adiabatic no-slip conditions on the walls, i.e., $\mathbf{u} = \mathbf{u}_w$ and $\partial T/\partial n = 0$. After the fluid time step, the fluid stress on the wall is calculated based on the new fluid velocities and pressures. These fluid stresses $\mathbf{\sigma}_f$ are passed on to the structure solver via the traction boundary condition. The force per unit area exerted on a surface element with unit normal $\mathbf{n}$ is $\mathbf{t} = \mathbf{\sigma}_f \mathbf{n}$, where $\mathbf{n}$ is here the outer unit normal of the structure, calculated from the displacement vector field.

The traction computed at time level $n$ for the fluid is then used to advance the structure solution to time level $n + 1$. Note that the traction $\mathbf{t}$ is used, although $\mathbf{t}^{n+1}$ is available. For we employ explicit time integration where we start from time level $n$ for both structure and fluid. The solution for the structure at the new time level gives the velocities and displacements on the boundary, which in turn are used to generate the new fluid grid and internal grid point velocities. This procedure is repeated for each time step.

The fluid-structure interaction algorithm is summarized as follows:

1. Generate the initial fluid grid based on the reference configuration for the structure. $\Rightarrow x^0, \eta^0$.
2. Give initial values for the fluid and the structure. $\Rightarrow F^0, S_0$.
3. For time step $n = 1, 2, ..., $ do:
   (a) Calculate the fluid stress on the boundary and calculate the force per unit area, i.e., traction, on the structure via the unit normal. Store the traction vector $\mathbf{t}^n$.
   (b) Take one time step for the fluid: $F^{n+1} = F(x^n, \eta^n)$.
   (c) Calculate the traction force from the fluid on the boundary, cf. Figure 5(a). $\Rightarrow \mathbf{t}^{n+1}$.
   (d) Take one time step for the structure using the boundary conditions $\mathbf{t}^n$: $S^{n+1} = S(\mathbf{t}^n)$.
   (e) Recalculate the fluid grid and the grid point velocities based on the new structure solution, cf. Figure 5(b). $\Rightarrow x^{n+1}, \eta^{n+1}$.
4. Repeat from 3 with time step $n + 1$ until the final time is reached.

**DISCRETIZATION**

**Notation**

The Kronecker product of an $n \times m$ matrix $C$ and a $k \times l$ matrix $D$ is the $nk \times ml$ block matrix

$$C \otimes D = \begin{bmatrix} c_{11}D & \cdots & c_{1m}D \\ \vdots & \ddots & \vdots \\ c_{n1}D & \cdots & c_{nm}D \end{bmatrix}.$$  

(27)

This notation will be useful for writing the discretization in a compact form.
\[ nT(x, t) = \sigma f n \Omega f \Omega s x \]

\[ v(i, j) \dot{x}_{i, j} \Omega f \Omega s \]

Larsson and Müller (2002, 2010c) and Larsson (2009a) have developed operators in terms of Kronecker products that operate on one indices \( (\hat{\xi}, \eta) \). The SAT expression can be written as

\[
\text{elastic wave equation with constant coefficients including the Kronecker products defined above, the semi-discrete linear systems of values in the computational domain. Using the first derivatives are calculated by operating on successive lines of values in the computational domain.}
\]

\[ \text{Figure 5: Illustration of fluid-structure interaction algorithm.} \]

\[ \text{Linear elastic wave equation} \]

Introduce a vector \( \hat{q} = (\hat{q}_{i, j k})^T = (\hat{q}_{001}, \ldots, \hat{q}_{005}, \hat{q}_{101}, \ldots, \hat{q}_{105}, \ldots, \hat{q}_{NM5})^T \) where the three indices \( i, j, k \) represent the \( \hat{\xi} \)-coordinate, \( \eta \)-coordinate and the solution variable, respectively. We define difference operators in terms of Kronecker products that operate on one index at a time.

Let \( Q_\xi = I_N \otimes I_{M} \otimes I_{5} \) and \( Q_\eta = I_N \otimes Q_\eta \otimes I_{5} \) where \( Q_\xi \) and \( Q_\eta \) are 1D difference operators in the \( \hat{\xi} \)- and \( \eta \)-directions, respectively, satisfying the SBP property (11). The identity operators \( I_N \) and \( I_{M} \) are unit matrices of size \( (N+1) \times (N+1) \) and \( (M+1) \times (M+1) \), respectively. The computation of the spatial differences of \( \hat{q} \) can then be seen as operating on \( \hat{q} \) with one of the Kronecker products, i.e., \( Q_\eta \hat{q} \) operates on the second index and yields a vector of the same size as \( \hat{q} \) representing the first derivative approximation in the \( \eta \)-direction.

To express the semi-discrete linear wave equation, we also need to define \( A = I_N \otimes I_{M} \otimes \hat{A} \) and \( B = I_N \otimes I_{M} \otimes \hat{B} \). Note that these products are never actually explicitly formed as they are merely theoretical constructs to make the notation more compact. The products correspond well to the actual finite difference implementation, i.e., the approximations of the first derivatives are calculated by operating on successive lines of values in the computational domain. Using the Kronecker products defined above, the semi-discrete linear elastic wave equation with constant coefficients including the SAT expression can be written as

\[
\frac{d\hat{q}}{dt} = Q_\xi (\hat{A} \hat{q}) + Q_\eta (\hat{B} \hat{q}) + \overrightarrow{\text{SAT}} \quad (28)
\]

where \( \overrightarrow{\text{SAT}} \) is the SAT expression in transformed coordinates defined in Equation (25).

\[ \text{Navier–Stokes equations} \]

For the fluid equations, we employ a similar procedure, i.e., we define vectors for the solution variables \( \hat{U}' = (\hat{U}'_{i, j k})^T = (\hat{U}'_{001}, \ldots, \hat{U}'_{005}, \hat{U}'_{101}, \ldots, \hat{U}'_{105}, \ldots, \hat{U}'_{NM5})^T \), and similarly for the two flux vectors \( \hat{F}' \) and \( \hat{G}' \), where again the three indices \( i, j, k \) represent the \( \hat{\xi} \)-coordinate, \( \eta \)-coordinate and the solution variable, respectively. The same difference operators are used as for the linear elastic wave equation. The discretized fluid equation can thus be written as

\[
\frac{d\hat{U}'}{dt} = -Q_\xi \hat{F}' - Q_\eta \hat{G}' \quad (29)
\]

\[ \text{Time integration} \]

The systems (28) and (29) of ordinary differential equations can readily be solved by the classical 4th order explicit Runge–Kutta method. For the linear elastic wave equation, calling the right-hand side of (28) \( f(t_n, \hat{q}^n) \) at the time level \( n \), we advance the solution to level \( n + 1 \) by performing the steps

\[
\begin{align*}
\mathbf{k}_1 &= f(t_n, \hat{q}^n) \\
\mathbf{k}_2 &= f(t_n + \frac{\Delta t}{2}, \hat{q}^n + \frac{\Delta t}{2} \mathbf{k}_1) \\
\mathbf{k}_3 &= f(t_n + \frac{\Delta t}{2}, \hat{q}^n + \frac{\Delta t}{2} \mathbf{k}_2) \\
\hat{q}^{n+1} &= \hat{q}^n + \frac{\Delta t}{6} (k_1 + 2k_2 + 2k_3 + k_4)
\end{align*}
\]

and similar expressions for the fluid equations (29). The boundary conditions are updated only after all four stages for the respective field have been completed. That is to say, the structure solution at level \( n + 1 \) is obtained using only the fluid stress at time level \( n \). Likewise, the fluid solution at time level \( n + 1 \) is based only on the position and velocity of the structure at time level \( n \).

\[ \text{RESULTS} \]

\[ \text{Verification} \]

Our fluid solver has previously been verified and tested for numerical simulation of Aeolian tones (Müller, 2008) and qualitatively tested for simulation of human phonation on fixed grids (Larsson and Müller, 2009a) as well as moving grids in ALE formulation (Larsson, 2007). The solver for the linear elastic equations with the SAT expression has been tested with a manufactured solution (Larsson and Müller, 2011, 2010c) and an academic 2D test case (Larsson and Müller, 2010c) where we obtained a rate of convergence of 3.5 to 4 in the 2-norm.

\[ \text{Problem parameters} \]

The initial geometry for the vocal folds is here based on the geometry used in (Zhao et al., 2002) for an oscillating glottis with a given time dependence. The initial shape of the vocal tract including the vocal fold is given as

\[
r_v(x) = \frac{D_0 - D_{\min}}{4} \tanh x + \frac{D_0 + D_{\min}}{4}, \quad (30)
\]
where \( r_w \) is the half height of the vocal tract. \( D_0 = 5D_g \) is the height of the channel. \( D_g = 4 \text{ mm} \) is the average glottis height. \( D_{	ext{mn}} = 1.6 \text{ mm} \) is the minimum glottis height. \( s = b|x|/D_g - bD_g/|x| \), \( c = 0.42 \) and \( b = 1.4 \). For \(-2D_g \leq x \leq 2D_g \), the function (30) describes the curved parts of the reference configuration for the top and bottom (with a minus sign) vocal folds. The \( x \)-coordinates for the in- and outflow boundaries are \(-4D_g \) and \( 10D_g \), respectively.

**Vocal fold material parameters**

The density in the reference configuration is \( \rho_0 = 1043 \text{ kg/m}^3 \), corresponding to the measured density of vocal fold tissue as reported by (Hunter et al., 2004). The Poisson ratio is chosen as \( \nu = 0.47 \) for the tissue, corresponding to a nearly incompressible material with \( \nu = 0.5 \) being the theoretical incompressible limit. The Lamé parameters are chosen as \( \mu = 3.5 \text{ MPa} \) and \( \lambda \) given by \( \lambda = 2\mu\nu/(1-2\nu) \).

**Fluid model**

We use a Reynolds number of 3000 based on the average glottis height \( D_g = 0.004 \text{ m} \) and an assumed average velocity in the glottis of \( U_m = 40 \text{ m/s} \). We employ these particular values in order to be able to compare with previously published results by (Zhao et al., 2002; Zhang et al., 2002) and by (Larsson, 2007; Larsson and Müller, 2009a). The Prandtl number is set to 1.0, and the Mach number is 0.2 based on the assumed average velocity and the speed of sound. We deliberately use a lower value for the speed of sound \( c_0 = 200 \text{ m/s} \) in order to speed up the computations. We implemented the higher Mach number by using the stagnation density \( \rho_0 \), the lowered stagnation speed of sound \( c_0 \) and \( \rho_0 c_0^2 \) as reference values of the nondimensional density, velocity, and pressure, respectively. The air density is \( 1.225 \text{ kg/m}^3 \), and the atmospheric pressure is \( p_{\text{atm}} = 101325 \text{ Pa} \). The equation of state is the perfect gas law, and we assume a Newtonian fluid. At the inlet, we impose a typical lung pressure during phonation with a small asymmetric perturbation by setting the acoustic pressure to \( p_{\text{acoustic}} = p - p_{\text{atm}} = (1 + 0.025 \sin 2\pi \eta)2736 \text{ Pa} \), where \( \eta = 0 \) at the lower vertex and \( \eta = 1 \) at the upper vertex of the inflow boundary. The outlet pressure is set to atmospheric pressure, i.e., \( p - p_{\text{atm}} = 0 \text{ Pa} \).

**Numerical simulation**

Both fluid and structure use the same set of variables for nondimensionalization, and the same time step is used for both fields so that the two solutions can exchange information at the same time levels. The structure grid consists of \( 81 \times 61 \) points for each vocal fold, i.e., for the upper and the lower vocal folds, and the fluid grid has \( 241 \times 61 \) points. The time step is determined by the stability condition for the fluid, which is satisfied here by requiring \( CFL \leq 1 \). Since the fluid domain changes with time, the CFL condition puts a stricter constraint on the time step when the glottis is nearly closed. The solution is marched in time with given initial and boundary conditions to dimensional time.

The solution is first integrated to time \( t = 6 \text{ ms} \) so that the effect of initial conditions will be negligible. After that, the solution is recorded at consecutive 2 ms intervals as shown in Figure 6 where the vorticity and pressure contours are depicted in the left and right columns, respectively. Initially, a starting jet is formed in the glottis which becomes unstable near the exit and creates the beginnings of vortical structures at time \( t = 6 \text{ ms} \). Since the boundary conditions are not symmetric with respect to the centerline, also the solution is not symmetric. In the following, vortices are shed near the glottis and propagate downstream driven by the pressure gradient. The pressure plots indicate a sharp pressure drop just before the orifice. Downstream, the pressure minima occur in the vortex centers as expected.

The observed frequency of the vortex shedding is about \( 80 \text{ Hz} \), which is close to the typical phonation frequencies of \( 100 \text{ Hz} \) for men and \( 200 \text{ Hz} \) for women.

**CONCLUSIONS**

Our 2D model for the vocal folds based on the linear elastic wave equation in first order form and the airflow based on the compressible Navier–Stokes equations in the vocal tract proves to be able to capture the self-sustained pressure-driven oscillations and vortex generation in the glottis. The high order method for the linear elastic wave equation with a SAT formulation for the boundary conditions ensures a time-stable solution. The fluid and structure fields are simultaneously integrated explicitly in time and boundary data is exchanged only at the end of a time step. With this formulation, there is no need for iterations in order to find the equilibrium displacement for the structure depending on the fluid stresses. For the problem we consider here, the limiting factor on the time step is the CFL condition from the compressible Navier–Stokes equations. Since the fluid grid of the vocal tract has more grid points than the structure grids of the vocal folds and the nonlinear flow equations are more involved than the linear structure equations, the effort of integrating the linear elastic wave equation to get the structure displacement is small compared to the flow solution.
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Figure 6: Vorticity and pressure contours at 2 ms intervals. The left column shows vorticity contours, the right column shows pressure contours. The top row shows the solution evaluated at $t = 6$ ms, the second row is at $t = 8$ ms and so on up to $t = 14$ ms (last row). The colorbar in the vorticity column stretches from 0 to 50 000 s$^{-1}$ and the contour levels are spaced 3 750 s$^{-1}$ apart. For the pressure column, the inflow is at $p = p_{ao} + \Delta p$, the outflow is at (approximately) $p = p_{ao}$ and the contour levels are spaced 71 Pa apart.


APPENDIX A

The eigenvector matrix $T(k_x,k_y)$ of $P(k_x,k_y)$ reads

$$T(k_x,k_y) =
\begin{bmatrix}
  k_x \tilde{c}_p / \lambda & -k_y & 0 & -k_y & -k_x \tilde{c}_p / \lambda \\
  k_y \tilde{c}_p / \lambda & k_x & 0 & k_x & -k_y \tilde{c}_p / \lambda \\
  k_x^2 \alpha + k_y^2 & -2k_x k_y \tilde{c}_p / r & k_x^2 & 2k_x k_y \tilde{c}_p / r & k_x^2 \alpha + k_y^2 \\
 2k_x k_y \mu / \lambda & \tilde{c}_s \tilde{k}^2 & -k_x k_y & -\rho \tilde{c}_s \tilde{k} & 2\mu k_x k_y / \lambda \\
 k_x^2 \alpha + k_y^2 & 2k_x k_y \tilde{c}_p / r & k_x^2 & -2k_x k_y \tilde{c}_p / r & k_x^2 \alpha + k_y^2
\end{bmatrix}$$

The inverse of this matrix reads

$$T(k_x,k_y)^{-1} =
\begin{bmatrix}
  \lambda \tilde{c}_p & \lambda \tilde{c}_p & k_x^2 & 2k_x k_y & k_y^2 \\
  \tilde{c}_p & \tilde{c}_p & \alpha r^2 & \alpha r^2 & \alpha r^2 \\
 -k_y & k_x & \rho \tilde{c}_s & \rho \tilde{c}_s & \rho \tilde{c}_s \\
 0 & 0 & 2k \tilde{k} + 4k_y^2 \alpha / \beta r^2 & -8k_x k_y (\lambda + \mu) / r^2 (\lambda + 2\mu) & 2\tilde{k} + 4k_y^2 \alpha / \beta r^2 \\
 -k_y & k_x & \rho \tilde{c}_s & \rho \tilde{c}_s & \rho \tilde{c}_s \\
 -\lambda \tilde{k} x & -\lambda \tilde{k} y & \tilde{c}_p & \tilde{c}_p & \alpha r^2 \\
 -\lambda \tilde{k} x & -\lambda \tilde{k} y & \alpha r^2 & \alpha r^2 & \alpha r^2
\end{bmatrix}$$

(31)

where the parameters are defined by

$$\tilde{k} = (k_x^2 - k_y^2) / (k_x^2 + k_y^2),
\quad r = (k_x^2 + k_y^2)^{1/2},
\quad \tilde{c}_p = r c_p, \quad \tilde{c}_s = r c_s,
\quad \alpha = (\lambda + 2\mu) / \lambda \quad \text{and}
\quad \beta = \alpha \lambda / \mu.$$