A decision support model for establishing an air taxi service: a case study
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Recent availability of relatively cheap small jet aircraft creates opportunities for a new air transport business: Air taxi, an on-demand service in which travellers call in one or a few days in advance to book transportation. In this paper, we present a methodology and simulation study supporting important strategic decisions, like for instance determining the required number of aircraft, for a company planning to establish an air taxi service in Norway. The methodology is based on a module simulating incoming bookings, built around a heuristic for solving the underlying dial-a-flight problem. The heuristic includes a separate method for solving the important subproblem of determining the best distribution of waiting time along a single aircraft schedule. The methodology has proved to provide reliable decision support to the company.
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Introduction

To go from one airport to another, travellers typically have to connect through ‘hub’ airports. These hubs are often heavily congested and missed flights and delays are common. This causes a lot of extra flying and waiting time for the passengers. As an example, between Trondheim and Kristiansund in Norway, the direct flight time is less than 30 min (see Figure 1). However, this direct flight is not operated by any of the airline companies in Norway. In this case, the passengers have to connect through Oslo to get to Kristiansund. This takes at least five times longer than the direct flight between Trondheim and Kristiansund.

Furthermore, airlines offer scheduled services only between major airports implying that travellers often have to drive significant distances to and from their origins and destinations. Add to this the limited schedules offered by airlines and the additional risk of missed connections and delays, therefore air travel may sometimes be cumbersome. However, new relatively cheap small jet aircraft create opportunities for a new air transport business: Air taxi, an on-demand service in which travellers call one or a few days in advance to book transportation. These aircraft can also operate on small regional airports not serviced by regular airlines. Already, a few examples on such services exist in the US today, see for instance DayJet (2008) and SATSair (2008).

FlySmart Airtaxi Service (FlySmart) is a company with plans to establish a new air taxi service in Norway. This new business concept resembles an ordinary taxi car service and is based on the idea that business travellers should themselves decide where and when to travel. Initially, FlySmart wants to establish an air taxi service between airports in Southern Norway by using a fleet of light aircraft, each carrying up to four passengers. At many Norwegian airports, light aircraft have check-in and security control through separate desks. This can be utilized to reduce travel time even more for the passengers. The price level is expected to be somewhat above the full fare tickets offered by schedule operated airlines.

Since this is the first time such a business concept is planned in Norway, there are many uncertain factors when establishing such a service. Therefore, FlySmart wanted a methodology for analysing and providing support for strategic decisions. They had already made some preliminary market analysis to obtain an estimate of the total number of passengers. However, there were still some important strategic decisions to analyse, for instance

- the required number of aircraft to handle the estimated number of passengers;
- the trade-off between fleet size and service that could be offered to the passengers and
- the effect of introducing price differentiation according to customers’ requirements on flight time flexibility (time windows).
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The aim of this paper is to present a methodology and simulation study supporting the strategic decisions raised above. The methodology is based on a module simulating the incoming bookings for a given day, built around a heuristic for solving the underlying daily routing and scheduling problem, which sometimes is referred to as the dial-a-flight problem (DAFP). Since our methodology and simulation study is based on solving a version of the DAFP, we elaborate upon this in the next section together with a brief literature review on related subjects. In the following two sections, the proposed heuristic solution method for the DAFP is described. This also includes solving a schedule optimization problem for fixed routes, which occurs as a subproblem in our version of the DAFP. We then present a Monte Carlo simulation framework, applying the heuristic for the DAFP, to analyse strategic decisions. Finally, we present the computational study and results, before drawing concluding remarks.

Managing booking requests—the DAFP

Problem description

FlySmart’s business concept includes an aircraft fleet located at given home bases in a few airports in Southern Norway. For each aircraft, there will for a given day be a pilot starting around 07.00, and there will be a pilot change around 15.00. The second pilot will then service the aircraft until around 23.00. There is a meal break with a given duration about half way through each shift. All these activities will be defined as pre-allocated activities, each with a given time window, in which the activity must start. Pre-allocated activities like start of the day, pilot shift and end of the day are assumed to take no time, but must be performed at the pilots’ home airport. The meal breaks are assumed to have a given duration, but can take place at any airport. A pilot schedule has to satisfy FAA regulations governing flying hours and duty periods, for example, a single pilot cannot fly more than 8 h a day and the duty period cannot extend 14 h. This will be maintained by the proposed two-shift system.

A booking request from a traveller will include a pickup and a delivery airport, with a time window, in which the flight must start. Here, in contrast to the problem described in Cordeau et al (2007), we assume that only direct flights are allowed, since this is the policy that FlySmart initially wants to introduce. A booking request can contain one to four passengers since the aircraft that will be used only have four passenger seats. The problem of managing booking requests is dynamic in the sense that new requests occur in real time. With each new request, the current schedule must be reconfigured to adjust for the new request as well as those already accepted. When a new request arrives, one has to check if there is capacity to handle it within the desired time window. To do this, one must also consider the existing customer requests which have already been accepted. When a booking request is confirmed, two alternative booking confirmation policies are available:

1. Confirm a given time (within the time window) for the pickup.
2. Confirm that the customer will be picked up within the time window, but that final confirmation on pickup time will be given at a later stage (eg the night before departure).

Confirmation policy 1 restricts the planning flexibility more than policy 2. However, the customers may perceive this as better service giving better predictability. For most studies performed in this paper, we have assumed that policy 1 is chosen, though it should be emphasized that the solution method presented in the following sections also handles policy 2. Assuming policy 1 also means that the daily planning problem of managing booking requests becomes more restricted (we cannot change pickup times of already accepted requests). The process of managing incoming requests, following policy 1, is illustrated in Figure 2.

The problem of managing incoming booking requests corresponds to a routing and scheduling problem of assigning requests to the available aircraft and to simultaneously decide the aircraft routes and schedules. This problem is, as already mentioned, sometimes referred to as the DAFP. The objective is to handle all requests, or as many as possible, while minimizing cost. In dynamic routing and scheduling problems, like the problem presented herein, an important question is to decide how to distribute an aircraft’s idle time in order to achieve a good solution. Should an aircraft delay as much as possible its departure from its current location, should it move as soon as it can to its next location, or choose some intermediate waiting strategy? This part of the problem will be elaborated upon in a later section.
Relevant literature

There is an abundance of research and commercial contributions on various Operational Research (OR) studies for the aviation industry. In a review paper by Barnhart et al. (2003), an overview of several important OR applications for schedule operated airlines is given, like for instance schedule design, fleet assignment, aircraft maintenance routing, and crew scheduling. Yao et al. (2008) present a methodology for scheduling the available resources of a fractional aircraft ownership company, where several partial owners of an aircraft are entitled to certain flight hours per year. However, to the authors’ knowledge there are only few contributions to the OR literature on air taxi services. Cordeau et al. (2007) describe what is referred to as the DAFP. The DAFP corresponds to taking transportation requests for a given day and schedule aircraft (and pilots) in a cost-effective way to satisfy these requests. Espinoza et al. (2008a) presents an integer multi-commodity network flow model with side constraints for the DAFP. Techniques to control the size of the network and to strengthen the linear programming relaxation are developed, which allows the solution of small to medium size instances by commercial solvers. Espinoza et al. (2008b) demonstrate that high-quality solutions for large-scale instances can be produced by embedding the core optimization technology in a local search scheme. However, there are a few differences between the DAFP considered here and the one considered by Espinoza et al. (2008a, b). The latter assumes booking confirmation policy 2 described in the previous section, while in this paper we assume that policy 1 will be used (except for one test). Policy 1 also means that the customer must receive immediate feedback regarding the pickup time. To achieve this, a very fast heuristic will be appropriate for solving the DAFP. Another difference between the DAFP here and by Espinoza et al. (2008a, b), is that we only allow direct flights for the customers (since this is a company policy).

The DAFP is a version of the Pickup and Delivery Problem with Time Windows (PDPTW), a routing problem that has received much attention in the literature, see for instance Dumas et al. (1991) and Desrosiers et al. (1995). In the classical PDPTW, there are a given number of requests, each consisting of a specified quantity to be transported between a pickup and delivery node. There is a time window attached to each node, in which pickup and/or delivery must start. The PDPTW usually has no pre-allocated activities as in FlySmart’s booking problem. Much of the literature on the PDPTW is limited to the dial-a-ride problem (DARP), which is similar to the DAFP. However, all applications of DARPs are on land transport. In the DARP, the requests consist of people who want to be picked up at a given pickup point and delivered at a given delivery point. Time windows or desired pickup and/or delivery times are also usually imposed in the DARP. Typical applications for the DARP are routing and scheduling of taxis and transportation of elderly and/or handicapped persons, see for instance Cordeau and Laporte (2003a), Toth and Vigo (1997), Ioachim et al. (1995) and Madsen et al. (1995). A recent survey presenting variants of the DARP and solution methods can be found in Cordeau and Laporte (2003b). While the objective function in PDPTW usually is to minimize cost, the DARP’s objective function is often much more compound. For instance, in cases where customers have a desired time for pickup and/or delivery it is usual to also take customer inconvenience into account, see for instance Sexton and Bodin (1985), Sexton and Choi (1986) and Dumas et al. (1990).

Our version of the DAFP is a dynamic routing and scheduling problem, where the planning must be performed before all booking requests are known. Hence, the solution quality will be affected by how the waiting time is distributed along the aircraft routes. Mitrović-Minić and Laporte (2004) define four alternative waiting strategies for the dynamic PDPTW. A survey on dynamic routing can be found in Gendreau and Potvin (1998).

A heuristic for solving the DAFP

In order to immediately return a pickup time for each request, we propose a fast heuristic for solving the underlying DAFP described previously. The heuristic consists of an insertion method combined with a local search improvement phase.

Let \( b_i \) be the new incoming booking request. \( b_i \) consists of two nodes \( i \) and \( i+N \), which represent the pickup and delivery nodes, respectively. There is a time window associated with the pickup node \( i \), in which the flight must start. Let \( B_A \) be the set of the already accepted requests (including pre-allocated activities), while \( K \) is the number of aircraft in the fleet considered. Now, the heuristic can be described by the pseudo-code given below (applicable both for confirmation policy 1 and 2).
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\[
k = 1; \\
\text{while } k \leq K \text{ do} \\
\text{begin} \\
\quad \text{apply insertion heuristic to find best insertion of } b_i \\
\quad \text{in schedule of aircraft } k; \\
\quad \text{update best insertion so far;} \\
\quad k = k + 1; \\
\text{end;} \\
\text{apply local search heuristic to improve existing plan (and to} \\
\text{see if it is possible to insert } b_i \text{ if this was not achieved by the} \\
\text{insertion heuristic, see Figure 3);} \\
\text{if feasible insertion of } b_i \text{ exists then} \\
\text{begin} \\
\quad B_A = B_A U \{b_i\}; \\
\quad \text{accept request } b_i \text{ (including associated pickup time} \\
\quad \text{if policy 1 is applied);} \\
\text{end} \\
\text{else} \\
\text{begin} \\
\quad \text{reject request } b_i; \\
\text{end} \]

Initially, before any requests have been inserted into an aircraft schedule, \( B_A \) only consists of the pre-allocated activities with their associated time windows. Then, we go through an insertion heuristic similar to the one Madsen \textit{et al} (1995) proposed for the DARP. For each aircraft \( k \), we determine the best insertion of \( b_i \) into the aircraft schedule. Here, we use a compound objective based on real flight cost and a measure estimating the probability of being able to accept future booking requests (if policy 1 is applied). The latter will depend on how waiting time is distributed along a given aircraft schedule, and will be elaborated upon in the next section. Since we only consider direct flights, we only need to consider subsequent insertions of the pickup and delivery nodes (though an insertion may split pickup and delivery nodes for already accepted requests in the schedule if the corresponding travel equals the travel for the new booking \( b_i \)).

When testing alternative insertions, we have to maintain feasibility regarding aircraft capacity (number of passengers). We must also ensure feasibility for the time window for the new incoming request, as well as for the already accepted requests including the pre-allocated activities. In the case of confirmation policy 1, the time windows for the already accepted requests will reduce to a given pickup time (except for the pre-allocated activities).

Following the insertion heuristics, we apply a simple, but fast, local search heuristic based on the \textit{reassign} operator, see Figure 3. Any given request \( b_j \in B_A \), consisting of the nodes \( j \) and \( j + N \), is removed from the schedule of aircraft \( k \). Then the best feasible insertion into each of the other aircraft is found. Request \( b_j \) is then reassigned to the aircraft that gives the best feasible insertion—aircraft \( l \) in Figure 3 (given that this yields an improved solution). Here, we use the same compound objective as described above. If the insertion heuristic was not able to find a feasible insertion for the new request \( b_i \) (with nodes \( i \) and \( i + N \)), then this will be an unassigned request. The local search heuristic will now also try to insert \( b_i \) into the schedule of the aircraft that we just removed a request from (aircraft \( k \) in Figure 3). This will increase the possibility of finding a feasible insertion for \( b_i \).

The heuristic can easily be adapted also for reoptimizing the whole plan, for instance the night before the departure when all requests are known.

**Scheduling for a given sequence—waiting strategies**

When receiving a new booking request, following confirmation policy 1, we immediately have to return the confirmed pickup time to the customer (if not rejected). This may affect the possibilities of accepting future requests. Assume there are several alternative feasible insertions of a new request. In order to choose the best one, we have to consider the probability of being able to accept requests that will arrive in the future. This will depend on how the waiting time along a given aircraft schedule is distributed, see also the discussion on alternative waiting strategies by Mitrović-Minić and Laporte (2004). The following subsection provides a formal description of the problem of determining the optimal single aircraft schedule (i.e., the optimal distribution of waiting time). This appears as an important subproblem for the heuristic described in the previous section. Then, a solution method for the problem is presented. It should be emphasized that the waiting time distribution problem only is of interest for confirmation policy 1, since policy 2 allows the pickup times to be changed later within the time windows.
Single aircraft schedule optimization problem

In the following we will present a mathematical model for the single aircraft schedule optimization problem to find the best distribution of waiting time along the schedule. Let $V = \{0, 1, 2, \ldots, m\}$ be the set of nodes in a given aircraft sequence $0 - 1 - 2 - \cdots - m$. Define $T_{i,i+1}$ to be the required time to travel between the nodes $i$ and $i + 1$ in the sequence, $i \in V \setminus \{m\}$. We assume that $T_{i,i+1}$ includes the service time at $i$. For each node $i \in V$, a time window $[A_i, B_i]$ is defined. The variable $w_i$, $i \in V$, represents the waiting time at $i$ before service begins, while $t_i$, $i \in V$, represents the time for start of service (pickup of the associated customer). Let us further define $\hat{P}$ as an estimate of the expected profit based on the probability of being able to accept additional future booking requests. This profit will be a function of how the waiting time is distributed along the schedule. The calculation of $\hat{P}$ will be discussed in more detail below.

The problem of optimizing the schedule for a given sequence can now be formulated as:

$$\max \hat{P} = \sum_{i \in V} \hat{P}_i(w_i)$$

(1)

$$t_{i+1} - w_{i+1} - t_i - T_{i,i+1} = 0 \quad \forall i \in V \setminus \{m\}$$

(2)

$$A_i \leq t_i \leq B_i \quad \forall i \in V$$

(3)

$$w_i \geq 0 \quad \forall i \in V$$

(4)

The objective function (1) maximizes the sum of the expected profits from utilizing the waiting times along the sequence to accept future booking requests. For a given sequence, the flight cost is constant as it does not depend on the timing of stops, and hence not the distribution of waiting time along the sequence. Therefore, we have not included the flight cost in (1). However, it should be emphasized that the evaluation criteria used by the insertion and local search heuristic is a compound objective consisting of a weighted sum of costs and the objective in (1). The waiting times and the times for start of service are calculated by constraints (2), while (3) ensure that service starts within the specified time window. This time window will reduce to a single value for nodes representing pickups of already confirmed bookings. Equation (4) are non-negativity constraints for the waiting variables. We should also remark that waiting is only allowed before the nodes in the sequence that represent pickups and not the delivery nodes. This can easily be handled by forcing the corresponding waiting time variables to zero (or by omitting them from the variable definition).

The objective function (1) requires further explanation. $\hat{P}_i(w_i)$ expresses the expected value of utilizing the waiting time at node $i$, $w_i$, to insert a future request into the aircraft schedule. Let us define $p_i$ as the probability per time unit a new request with pickup at the airport corresponding to node $i$ will arrive. $p_{i,i+1}$ is the probability per time unit that a new request with pickup at the airport of $i$ and delivery at the airport of $i + 1$ will arrive. To simplify the presentation, we have assumed that the probabilities $p_i$ and $p_{i,i+1}$ do not vary over time. $\bar{t}$ is the average flight time (including service or boarding time) between any two of the actual airports operated. $I$ is defined as the estimated gross margin for any new request that may arrive.

Now, let us further define $Di_{i,i+1}$ as the flight distance between the airports corresponding to the nodes $i$ and $i + 1$ in the sequence. Then, we will have two situations to consider: (a) $Di_{i,i+1} = 0$ (ie $i$ and $i + 1$ represent the same airport) and (b) $Di_{i,i+1} \neq 0$ (ie $i$ and $i + 1$ represent different airports). Now, we can give the following mathematical expressions for $\hat{P}_i(w_i)$ for situations (a) and (b):

$$D_{i,i+1} = 0 \Rightarrow \hat{P}_i(w_i) = I \max\{p_i(w_i - 2\bar{t}), 0\}$$

(5)

$$D_{i,i+1} \neq 0 \Rightarrow \hat{P}_i(w_i) = I \max\{p_i(w_i - 2\bar{t}), p_{i,i+1}w_i\}$$

(6)

In (5) for situation (a), we assume that when the waiting time, $w_i$, is less than twice the average flight time, $\bar{t}$, we will not be able to utilize the waiting time (since we have to return for the next customer pickup). However, when the waiting time exceeds $2\bar{t}$, there is a chance that a future request from $i$ can be accepted. Using the average flight time, $\bar{t}$, for calculating the expected profit is a simplification, since the real flight times between any two airports may differ from this. In (6) for situation (b), we also introduce the expected profit based on the probability that a new booking directly between $i$ and $i + 1$ will appear.

Figure 4 illustrates the expected profit function $\hat{P}_i(w_i)$ for situations (a) and (b). In situation (b) the bold line represents the expected profit function.

Solution of schedule optimization problem

The single aircraft schedule optimization problem (1)–(4) is an important subproblem that must be solved for each insertion or local search move that is tested in the heuristic. In order to return with an immediate response by the heuristic, this subproblem must also be solved swiftly. Therefore, to solve the problem efficiently, we have used ideas from Fagerholt (2001). Each node in the sequence is duplicated into all possible times for start of service at that node. By discretizing time into steps of a given time unit, the number of possible start times can be reduced and the problem can be solved as a shortest path problem (SPP) on a defined network (this method also allows for any type of non-linear profit function in (1)).

Figure 5 illustrates the principles for generating the shortest path network based on a small example sequence 0–1–2–3–4. Node 0 represents the start node. In Figure 5, we have discretized time into steps of 15 min. The time in the nodes represent arrival times. To simplify the presentation, nodes for the pre-allocated activities other than the start node are not included in Figure 5. We have also assumed that the flight times between any of the airports in this example are
Figure 4 Expected profit function $\hat{P}_i(w_i)$: (a) same airport and (b) different airports.

Figure 5 Generation of shortest path network.

Design of the simulation study

We have performed a simulation study to support the strategic decisions mentioned in the introduction, such as optimal/required fleet size and price differentiation strategies regarding width of time windows. We have designed a simulation methodology built around the heuristic for the DAFP described in the previous two sections. The methodology is programmed in Java.

Since this is the first attempt to establish an air taxi service in Norway, there exist no good data on the demand for such services. FlySmart has, however, done some preliminary market analysis, and based on this they have stated a goal on how many people to service. To generate test cases for the simulation study, we have used aviation statistics, available from Avinor (2008), on the number of daily passengers between any pair of 12 selected airports in Southern Norway. This has been combined with FlySmart’s own estimates. The distances between the airports, again found from aviation statistics, made the basis for calculating the flight times.

We generated 100 instances for each analysed scenario. Each instance consisted typically of approximately 200 daily bookings and each booking consisted of 1–4 passengers (uniformly distributed). All bookings were assumed to have a given time window regarding pickup and delivery times.

In most runs we used a fleet consisting of 10 aircraft. Four of these had their home base in Oslo, three in Bergen and three in Trondheim (see Figure 1). Each aircraft schedule had five pre-allocated activities on a given day: start (no earlier than 07.00), meal break (between 10.00 and 13.00), change of pilot (between 14.00 and 16.00), meal break (between 18.00 and 21.00) and end of day (no later than 23.30).

In each of the 100 instances, we used a Monte Carlo simulation procedure to simulate incoming booking requests as realistically as possible, following the processes illustrated by Figure 2. The requests were randomly selected one by one from the complete set of requests. We used the heuristic algorithm for the DAFP, and tried to insert each request in the schedule for one of the aircraft in the fleet. However, for some of the requests, there were no feasible
insertion in any aircraft schedule, hence these requests were rejected.

**Computational results**

In this section, we present some of the simulation studies performed. The first subsection presents a study testing alternative aircraft fleet sizes. In the following subsection, the effect of flexibility in customer time windows is evaluated, while we thereafter discuss the effect of alternative booking confirmation policies. In the first two studies confirmation policy 1 is used. In the latter two studies, we have used a fixed fleet with 10 aircraft. In all studies we have used a time discretization of 10 min for solving the single aircraft schedule problem. The CPU-time to solve an instance with 10 aircraft and 200 received booking requests is about 1 min with a Pentium 4 2.8 GHz processor. Hence, solving a complete scenario consisting of 100 instances then takes 1–2 h. The time for handling one booking request is less than 1 s.

In each of the studies, we present figures of **Accepted bookings**, **Time utilization**, **Distance utilization** and **Travellers per flight** as a function of received booking requests. Accepted bookings are the number of bookings we were able to accept or insert into any aircraft schedule. Time utilization is the total time minus the time spent on waiting or empty flights divided by the total time. Distance utilization is the flight distance with travellers onboard divided by the total flight distance for all aircraft. Travellers per flight is the average number of travellers onboard the aircraft per flight.

In Figure 6, we compare the results from different alternative fleet sizes. The figure shows the number of accepted bookings, time utilization, distance utilization, and travellers per flight as a function of the number of received booking requests. The results indicate that 10 aircraft are too low to handle 100 daily bookings without having to reject a large percentage of the received bookings. By using 15 aircraft, the results show that on average it is possible to accept 98.9% of received bookings.

We also note that a small fleet with only five aircraft will have a low time and distance utilization. With such a small fleet, more empty flights have to be made since available aircraft always will be spread in a more restricted geographical area. Further, it should be noted that the utilization does not vary much for a fleet of 10 aircraft or more.

**Flexibility in customer time windows**

In this study, we evaluate the effect of varying the time window width. Here we assume that all booking requests have the same time window width. We have tested four different widths of time windows: 2, 3, 4 and 5 h, respectively. Figure 7 presents the results from this study.

Let us study the behaviour after 100 received booking requests in Figure 7 and compare the time window widths of 2 and 3 h. We observe that increasing the width from 2 to 3 h results in 7.3 more accepted bookings in average, an increase
of approximately 10%. If we increase the time window width further, there are only minor improvements in the solutions. These results indicate that FlySmart should consider differentiating the prices according to time window width, for instance by giving a price discount when the customer gives a time window width of 3 h or more.
Confirmation booking policies and waiting strategies

Earlier we discussed two alternative policies on how to confirm booking requests:

1. Confirm a given time (within the time window) for pickup and delivery.
2. Confirm that the customer will be picked up within the time window, but that final confirmation on pickup time will be given at a later stage (e.g., the night before departure).

In all simulation studies presented so far, we have applied booking confirmation policy 1. However, policy 2 is less restrictive, since we postpone confirming pickup and delivery times, and is therefore expected to give better fleet utilization.

The effect of alternative confirmation policies is studied in Figure 8, where we can observe that the time and distance utilization is, as expected, slightly improved by policy 2. However, regarding the number of accepted bookings, there is not much difference between the two policies. As a matter of fact, when the number of received bookings becomes large (more than 120), confirmation policy 2 performs worse than policy 1. One possible explanation for this is that in the second scenario (policy 2), we have at earlier stages during a simulation been able to accept more of the ‘difficult customers’ that may impose tighter restrictions later during the simulation period.

The relatively small impact that confirmation policies have on the solution quality indicates that FlySmart’s choice of selecting policy 1 seems to be reasonable. This is also due to the fact that this policy will be perceived as a better customer service and hence more profitable in the long run.

The results summarized in Figure 8 also indicate that the way the distribution of waiting times is handled gives good results. We have also tested this strategy against a ‘wait first-strategy’, where all repositioning flights are performed as late as possible, while all flights with paying travellers are started as soon as they can. The method applied here gives much better results, see the results summarized in Figure 9. Here, the results referred to as ‘Optimized waiting’ are achieved by following the procedure described in the section ‘Scheduling for a given sequence—waiting strategies’. At 100 received booking requests, the results show approximately 10% increase in the number of accepted bookings, as well as a significant increase in both time and distance utilization compared with the simple ‘wait first-strategy’. We also observe more travellers per flight on average.

Summary and concluding remarks

Recent availability of relatively cheap small jet aircraft creates opportunities for a new air transport business: Air taxi, an on-demand service in which travellers call in one or a few days in advance to book transportation. FlySmart is a company planning to establish such a new air taxi service in Norway. In this paper we have presented a methodology and simulation study supporting strategic decisions like fleet size, price
differentiation strategies and booking confirmation policies. The methodology is based on a module simulating the incoming requests for a given day, built around a heuristic for solving the underlying DAFP. The heuristic includes a separate method for solving the subproblem of determining the best distribution of waiting time along a single aircraft schedule.

The simulation study has proved to provide important decision support for FlySmart. For instance, the study showed that the required fleet to handle approximately 100 booking requests, with satisfactorily customer service, is close to 15. This is higher than what was estimated in the first place. The study also showed that confirming the pickup times immediately to the customers can give as good solutions as postponing the confirmation of these times to the night before. One of the main reasons is probably that the proposed method for distributing waiting times along an aircraft schedule seems to give good results. Since this confirmation policy is perceived as a better customer service, these results indicate that FlySmart’s choice of policy seems reasonable.

The methodology presented here can also be used for testing alternative scenarios, other than the ones described here, such as alternative depot locations for aircraft and allowing intermediate stops versus price reduction (the heuristic can easily be extended to handle this).

When FlySmart’s concept for an air taxi service becomes a reality, it will also be useful to improve or extend the heuristics for solving the DAFP as well as to test alternative heuristics. As these new air taxi services are emerging, this will probably become an interesting area of research in the future.
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