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Abstract
In this paper we point out potential problems in sys-

tems where both logic and continuous control in
uence a

continuous plant. We also propose MPC based approaches

for handling the problems. Simulations on a simple but

nontrivial plant support the discussion.

1 Introduction
Industrial control systems are generally comprised of

logic and continuous controllers. The logic performs func-

tions like starting process equipment, controlling low-level

(or regulatory) controllers, and controlling discrete con-

trol inputs (on/o� valves, pumps etc.). The logic may for

instance switch between di�erent continuous controllers

depending on the operating conditions of a process. Con-

tinuous controllers are used for regulatory control and

for supervisory control. On the regulatory level PID-

controllers constitute the typical continuous controllers.

On the supervisory level continuous controllers compute

the setpoints for the regulatory controllers using for in-

stance an optimization algorithm. In our context it is im-

portant to note that the logic and continuous controllers

in many cases are closely coupled, hence they form a hy-

brid dynamical system (HS). Typically, industrial design

practice is based on a separate construction of the contin-

uous and logic part of a control system. By this, the e�ect

of the interaction between the continuous and logic part

is di�cult to foresee during the design-phase.

The hybrid nature of a system may also originate from

the controlled system itself. In chemical process control a

process may change its characteristics abruptly. One ex-

ample of this is the change between laminar and turbulent


ow conditions.

From the above observations we understand that,

in general, a process system can be described as the

HS in Figure 1. Research in HS is conducted in both

mathematical-, control-, and computer science communi-

ties, see eg. [1] and references therein. Research directed

towards process control is reported in [2] and [3].

Model predictive control (MPC) has been an active

research area for close to two decades. The research has

been driven by numerous successful applications of the

technology [4], and during the last years a sound theoret-

ical foundation has been established [5], [6].

The use of MPC on HS is a possible way to integrate

the design of the logic and continuous control. In [7] we

proposed an MPC strategy for control of a class of linear
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Figure 1: Process control. uc denotes the continuous control
inputs, ud denotes the discrete control inputs, yc denotes the
continuous outputs, and y

d denotes the discrete outputs.

constrained continuous-time hybrid systems, and estab-

lished stability of the origin for the closed-loop system.

The scheme handles a mixture of continuous- and discrete

control inputs.

The scope of this paper is twofold. First, we show

potential problems that may arise by designing the logic

and continuous controller separately. Second, we investi-

gate the use of MPC as a means for integrating the design

of logic and continuous control. The presentation is based

on the example described in the next section.
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Figure 2: Two-tank system.

The example system in Figure 2 consists of two tanks;

the bu�er and the supply, and four control inputs; a two-

stage pump, a continuous heater, and two on/o� valves

| one at the inlet of the bu�er and one at the outlet of

the supply. The function of the plant is to receive liq-

uid from an upstream process, and to deliver this liquid

at some reference temperature to a downstream process.

The 
owrate and temperature of the in
ow to the bu�er,

and the 
owrate demand from the downstream process are

disturbances.

2.1 Model

If we assume constant liquid density, constant speci�c

heat capacity of the liquid, and isolated tanks | mass

and energy balances give the following set of di�erential



Ab 3:5 m2 Bu�er area

As 2 m2 Supply area

cl 4:2 kJ/kgK Speci�c liquid heat capacity

�l 1000 kg/m3 Liquid density

� 1 m3
=min Pump capacity factor

� 0:25 min Sample period

Table 1: Model parameters.

x1; x3 Bu�er and supply levels, respectively

x2; x4 Bu�er and supply temperatures, respectively

u
c
1 Heater (superscript c means continuous)

u
d
2 Pump (superscript d means discrete)

u
d
3; u

d
4 Inlet- and outlet valves, respectively

v1 In
ow

v2 Temperature of in
ow

v3 Out
ow

Table 2: States, controls, and disturbances.

equations describing the example system:

_x1 =
1

Ab

(v1u
d
3 � �u

d
2);

_x2 =
1

Abx1
(�x2v1u

d
3 + v1v2u

d
3);

_x3 =
1

As

(�ud2 � v3u
d
4);

_x4 =
1

Asx3
((x2 � x4)�u

d
2 +

u
c
1

cl�l
);

where x = (x1; x2; x3; x4) is the state, u = (uc1; u
d
2; u

d
3; u

d
4)

is the control input, and v = (v1; v2; v3) is the disturbance

input. Let f : R4 � R
4
� R

3
! R

4 be de�ned by:

_x = f(x; u; v): (1)

We use the following discrete-time system as the \real"

system in the simulations:

x(k + 1) = x(k) + � � f(x(k); u(k); v(k)); (2)

i.e. the forward Euler numerical solution of Eq. (1) with

step length �. For notational convenience we have let

x(k) = x(�k) in Eq. 2. The model parameters are given

in Table 1, the legend for the states, controls, and dis-

turbances is given in Table 2, and the nominal operating

point is given in Table 3.

2.2 Control objective
The control task is to make the controlled system be-

have according to the following objectives:

� Prevent over
ow/emptying of the bu�er and the

supply. Over
ow is unwanted due to environmen-

tal/safety concerns, while emptying may cause mal-

function of the heater (uc1) and/or the pump (ud2).

x10 7 m

x20 18 �C

x30 1:5 m

x40 22 �C (setpoint)

u10 280 kW

u20 1 m3
=min

u30 1 (open)

u40 1 (open)

v10 1 (stage 1)

v20 18 �C

v30 1 m3
=min

Table 3: Nominal operating point.
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Figure 3: Generation of discrete control inputs. Upper part:
The nine di�erent possible combinations of high-, normal-, and
low levels in the bu�er (left tank) and supply (right tank),
separated by vertical dotted lines, are shown. The level limits
(see Table 4) are indicated by two short horizontal lines in
each tank. The three numbers above the tanks show, in each
of the nine cases, the control input setting of the inlet valve
(ud3), the pump (ud2), and the outlet valve (ud4), respectively.
Lower part: A \-" (\+") in the bu�er means that x2(k) < x40

(x2(k) > x40). Correspondingly, a \+" (\-") in the supply
signi�es that x4(k) > x40 +

1

2
� (x4(k) < x40 �

1

2
�). If the level

combination equals one of the two above the down pointing
braces in the �gure, the pump will be used to speed up the
temperature control if the temperature situation equals one of
the combinations below the corresponding up pointing braces.
Then the pump stage is set to 0 or 2 (according to the present
situation), while the valves keep their position from the upper
part. See Table 4 for the value of �.

� The inlet- and outlet valves should be open. Clos-

ing the inlet valve implies pollution as the in
ow is

rerouted to the environment. Closing the outlet valve

leads to a downstream disturbance.

� Keep the supply temperature, x4, at its nominal

value, x40.

2.3 Simulation scenario
For time k < 0, all variables are nominal. At time

k = 0, an unmodeled disturbance changes the supply tem-

perature (x4) +2
�C. All modeled disturbances (vi) are

assumed equal to their nominal values.

3 Control strategies
In this section we investigate the use of four di�erent

strategies for controlling the example system. The strate-

gies are compared with respect to the control objectives.



� 0:3 �C Dead-band

x
l
1 1 m Lower limit for bu�er level

x
h
1 9 m Upper limit for bu�er level

x
l
3 1 m Lower limit for supply level

x
h
3 9 m Upper limit for supply level

Table 4: Logic control parameters.

3.1 Separate Design I
As mentioned in the introduction, industrial design

practice is often based on separate design of the continuous

and logic part of the control system. In this and the next

section , we consider two such designs. The logic and MPC

data used in this design, Separate Design I, is described

in the next two subsections.

3.1.1 \Simple" logic The logic used in the ex-

ample is shown in Figure 3. Only the upper part of the

�gure is valid when \simple" logic is used.

3.1.2 MPC data Let v0 = (v10; v20; v30), and

u
c = u

c
1 and u

d = (ud2; u
d
3; u

d
4) denote the continuous-

and discrete part of the control input, respectively, i.e.

u = (uc; ud). Let x(k + jjk) denote the predicted value

of x at time k + j given information up to an including

time k. For Separate Designs I & II (for Separate De-

sign II cf. Section 3.2) the MPC is based on the following

optimization problem:

min
(uc(kjk);uc(k+1jk))

3X

j=0

(x4(k + 1 + jjk)� x40)
2
; (3)

s.t.
x(k + 1 + jjk) = x(k + jjk)

+ � � f(x(k + jjk); (uc(k + jjk); ud(k � 1)); v0); (4)

x(kjk) = x(k);

0 � u
c(k + jjk) � 2u10 for j 2 f0; 1g;

u
c(k + 1jk) = u

c(k + 2jk) = u
c(k + 3jk):

In other words; the predictor is equal to the system (re-

member that the vi's stay at their nominal values), the

prediction horizon is 4, the move horizon is 2, the (contin-

uous) control input is kept at uc(k + 1jk) during the last

two samples in the prediction horizon, and we assume full

state measurement. Since we do not include knowledge

about the logic design, we have chosen to use the last dis-

crete control input, i.e. ud(k � 1), as the discrete control

input on the prediction horizon. This may be justi�ed

by a reasoning that the discrete control inputs normally

change seldom.

Let (uc(kjk)�; uc(k+1jk)�) denote the solution of the

optimization problem, then, in these designs, the control

input at time k is given by:

u(k) = (uc(kjk)�; logic(x(k)));

where logic denotes the logic part of the control system.
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Figure 4: Separate Design I. The vertical axis in the upper
part of the �gure has the following interpretation: The zero
point corresponds to 20 �C and 3 meters for the temperature
and levels respectively, and the scaling is 1 �C and 1 meter
respectively. The dash-dotted line is the setpoint (x40) for the
supply temperature. Further, the vertical axis in the lower part
of the �gure has the following interpretation: The zero point
corresponds to no heating, pump stopped, and closed valves.
1 corresponds to full heating (2u10), pump running on stage 1,
and open valves. 2 corresponds to pump running on stage 2.

3.1.3 Simulation results Figure 4 shows the

simulation results. The plot shows that the set point is

reached after 1:25 minutes. In the following sections we

propose strategies for increasing the performance of the

system, i.e. strategies for improving the disturbance at-

tenuation.

3.2 Separate Design II
The performance of the system may increase if the

pump is used in the temperature control in addition to the

heater. For instance if the situation is that the levels in the

two tanks are normal, and the temperature in the supply

is above the setpoint (x40) and the bu�er temperature is

below x40, the pump can be run on maximum speed. The

logic and MPC data in this design, Separate Design II, is

described in the next two subsections.

3.2.1 \Advanced" logic The \advanced" logic

is shown in the same �gure as the \simple" logic, see Fig-

ure 3. Now, the lower part of the �gure is also valid.

3.2.2 MPC data The MPC is based on exactly

the same optimization problem as for Separate Design I,

cf. Eq. (3).

3.2.3 Simulation results The simulation results

are shown in Figure 5. The plot shows that the system in

this case will behave in an oscillatory manner. After 0.75

minutes x4 enters the dead-band (from the upper side),

and the pump is set to stage 1 by the logic (ud2(3) = 1). At

the same time, the MPC computes the control input to the

heater using u
d
2(2) = 2 (the value at the previous sample)

in the predictions. This leads to a too large control input

to the heater, which in turn causes x4 to exit the dead-
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Figure 5: Separate Design II. For an explanation of the verti-
cal axes, see Figure 4.

band upwards. As a result, the logic sets ud2(4) = 2. At

the same time, using u
d
2(3) = 1 (the value at the previous

sample) in the predictions, the MPC computes a too small

control input value to the heater, which in turn causes x4
to cross the dead-band from the upper to the lower side.

The behavior stays oscillatory.

The behavior of the system is strongly dependent

upon the dead-band (�). If � is increased su�ciently, the

oscillations can be damped or even removed completely.

Note, however, that this new value for � may not be suf-

�cient to avoid oscillations at other operating points.

3.3 Full MPC
As noted above, tuning the parameter � in Separate

Design II is not easy. To avoid this tuning, we construct

an MPC that computes all control inputs (continuous and

discrete), Full MPC. The MPC data used is described in

the next subsection.

3.3.1 MPC data Let u
d
0 = (ud20; u

d
30; u

d
40). In

this strategy the MPC is based on the following optimiza-

tion problem:

min
(u(kjk);u(k+1jk))

3X

j=0

(x4(k + 1 + jjk)� x40)
2

+

1X

j=0

(ud(k + jjk)� u
d
0)

T
R(ud(k + jjk)� u

d
0)

s.t.
x(k + 1 + jjk) = x(k + jjk)

+ � � f(x(k + jjk); u(k + jjk); v0);

x(kjk) = x(k);

x
l
1 � x1(k + jjk) � x

h
1 for j 2 f1; ::; 4g;

x
l
3 � x3(k + jjk) � x

h
3 for j 2 f1; ::; 4g;

u(k + jjk) 2 [0; 2u10]� f0; 1; 2g� f0; 1g2 for j 2 f0; 1g;

u(k + 1 + jjk) = u(k + jjk) for j 2 f1; 2g;

R = diagf0:1; 1; 1g:
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Figure 6: Full MPC. For an explanation of the vertical axes,
see Figure 4.

3.3.2 Simulation results Figure 6 shows the

simulation results. The results show that the setpoint is

reached after 0.75 minutes, i.e. a considerable improve-

ment in performance compared to the two previous de-

signs.

3.4 Integrated Design
Solving the full MPC problem in Section 3.3 is compu-

tationally intensive. It maybe prohibitively intensive for

on-line use. Also, the logic lies implicit in the Full MPC

algorithm. This may not be desirable in an industrial en-

vironment where users are accustomed to an explicit logic

description.

The above considerations indicate that in many cases

it may be necessary to design the logic o�-line. The logic

may be designed by hand as in Section 3.1 or 3.2, or iden-

ti�ed using Full MPC. To improve the performance of the

systems presented in Sections 3.1 and 3.2 one can include

the logic in the predictor used by the MPC. We denote

this design Integrated Design. The logic presented in Sec-

tion 3.2 is used, i.e. the \advanced" logic. Below, the

MPC data used is presented.

3.4.1 MPC data For this strategy, the optimiza-

tion problem is equivalent to the one for Separate Designs

I & II, apart from the important di�erence that the logic

is included in the predictor, cf. Eq. (4). We only state the

new predictor:

x(k + 1 + jjk) = x(k + jjk)

+ � � f(x(k + jjk); (uc(k + jjk); logic(x(k + jjk))); v0):
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Figure 7: Integrated Design. For an explanation of the vertical
axes, see Figure 4.

3.4.2 Simulation results Figure 7 shows the

simulation results. The results show that the performance

is improved compared to the results from Sections 3.1 and

3.2. The setpoint is reached after 0.75 minutes, which is

the same as for full MPC (see Figure 7).

4 Discussion
The main point of this paper is to highlight possi-

ble problems which may arise in systems where there are

both logic and continuous control in
uencing a continuous

plant. As this is the case in most process control systems,

these are important problems to be aware of.

In Separate Designs I & II we chose to use the last

discrete control input on the prediction horizon. An al-

ternative could be to use nominal values for the discrete

control inputs. We have also done this, and the results

were qualitatively equivalent to the ones presented here.

As we see from the results of applying Separate De-

sign I this may give a smooth behavior. This is also ob-

served in many industrial systems. Looking more closely

into Separate Design I, however, reveals that this design

has a coupling from the logic control to the temperature

control, but not vice versa. In Separate Design II we ex-

ploit the potential in the system by letting the tempera-

ture in
uence the logic control. This leads to a two-way

coupling, with ultimately severe oscillations. These obser-

vations lead to the inference that todays industrial prac-

tice may be based on a conservative design philosophy in

which the potential performance of systems may not be

fully utilized. Moreover, it is no trivial task to design the

logic so as to prevent two-way coupling. Hence, there is

a need for looking into design methods where this type

of two-way coupling is handled consistently. The last two

strategies, Full MPC and Integrated Design, are sugges-

tions for such design methods.

As noted above, one of the reasons for introducing

the Integrated Design approach is a perceived need for

explicit logic. The performance of the Integrated Design

is, of course, dependent on the logic design, and in more

complex cases than this example, it may be very hard

to establish a good design simply because there exists no

formal design methods. One approach to the logic de-

sign problem could be to generate data by simulating the

Full MPC combined with an identi�cation procedure for

identifying a logic controller.

Another issue is how to solve the optimization prob-

lems arising. The Full MPC optimization problem is in

general a mixed integer nonlinear programming (MINP)

problem, while the optimization problem of the Integrated

Design involves continuous variables and a discontinuous

predictor.

5 Conclusion
We have shown potential problems that may arise

by separately designing logic and continuous control, and

proposed two MPC strategies as means for improved de-

sign. The potential problems/improvements are high-

lighted via simulations of a simple but nontrivial example.

The two mentioned strategies, Full MPC and Integrated

Design, seem to be good candidates for integrating the

design of logic and continuous control.
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