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Abstract

This work consists of two parts. In the first part, we present new methods for generating unstructured polyhedral grids that align to prescribed geometric objects. Control-point alignment of cell centroids is introduced to accurately represent horizontal and multilateral wells, but can also be used to create volumetric representations of fracture networks. Boundary alignment of cell faces is introduced to accurately preserve geological features such as layers, fractures, faults, and/or pinchouts. Prescribed geometric objects will often intersect each other. To handle such cases, we propose a conflict-point-handling scheme that creates conforming cells even at intersections. We also discuss how to generalize this method to 3D. Here, our method honors control-point alignment of cell centroids and boundary alignment of cell faces away from object intersections.

The predominant discretization method for multiphase flow in reservoir simulation is the two-point flux-approximation (TPFA) method. This finite-volume method is mass conservative, but only conditionally consistent and hence susceptible to grid-orientation effects. In the second part of the paper, we review a series of consistent methods and compare and contrast these methods both with respect to accuracy and monotonicity. Our comparisons include a multipoint flux-approximation (MPFA-O) method, the nonlinear TPFA method, mimetic methods, and the more recent virtual element methods. To limit the discussion, we focus on incompressible flow, for which we study the effects of deformed cell geometries, anisotropic permeability, and robustness with respect to various approaches to grid near wells and adapt it to lower-dimensional objects like faults and fractures.

Introduction

The basic geometric description of a petroleum reservoir consists of a collection of surfaces representing stratigraphic layering and fault surfaces and horizons that represent the structural architecture. These surfaces delineate the major compartments of the reservoir and often provide first-order control on in-place fluid volumes and fluid movement during production (Branets et al. 2009b). To correctly split the reservoir volume into sub-volumes, build flow units with similar or correlated petrophysical properties, and resolve flow pattern, it is important that a volumetric simulation grid conforms as closely as possible to these surfaces. Early simulation grids were either simple Cartesian boxes or block-centered grids used for dipping bedding, in which each rectangular cell could be compactly represented by four numbers (top depth and extent in each axial direction). These grid types are simple to construct, but cannot represent stratigraphy and structural architecture very well. To better model sloping horizons, fault planes, and erosion surfaces, corner-point or pillar grids were introduced by Ponting (1989). In these grids, each cell is defined by four coordinate lines (pillars) and eight depth values, two along each line. In its simplest form, the coordinate lines are vertical and distributed on a regular areal mesh, but more generally, the pillars are sloping lines defined over a curvilinear areal grid. The format has also been extended to include patches with local grid refinement (LGR) to improve the resolution in the near-well zone. By construction, corner-point grids have an inherent TPFA topology, which is advantageous for simulation. Unless the reservoir is heavily faulted or has extensive erosion that introduce non-neighboring connections, most cells will have six neighbors, which in turn leads to discretization matrices with reasonably regular sparsity patterns. On the other hand, corner-point grids are time-consuming to generate, require specialized software, have many subtle geometrical challenges, and can easily give significant grid-orientation and grid-deviation effects (Wu and Parashkevov 2009) unless care is taken. The format is also inflexible and unable to accurately represent more complex features like y-shaped faults, thrust faults and other overturned structures, etc. Likewise, it is very difficult to introduce new horizontal wells without changing the grid in large parts of the reservoir. Modern wells are typically long and horizontal and may have complex geometry that consists of multiple branches. Wells are increasingly becoming the main determining factor for reservoir flow patterns because of their long reach, but also as a result of various techniques for modifying the near-well region to increase injectivity or use of (intelligent) inflow devices to control fluid production. Accurate and flexible description of well paths and the near-well region is crucial to evaluate and choose
different drilling, completion, and production strategies. To meet these challenges, many have started looking into more flexible unstructured grids.

Unstructured grids were introduced in reservoir simulation in the late 1980s and early 1990s (Heinemann et al. 1991; Palagi and Aziz 1994; Guerillot and Swaby 1993; Fung et al. 1992). The earliest techniques would embed refinements in a structured background grid in areas of interest. A popular unstructured grid is the perpendicular bisector (PEBI) grid. The properties of PEBI-grids used for reservoir simulations are discussed by Verma and Aziz (1997). Courrioux et al. (2001) were among the first to create a PEBI representation of a full-scale reservoir. The main drawback of these first attempts is the inability to represent complex structures, such as pinchouts and intersections of multiple faults. Later, Branets et al. (2009a) proposed a method that handles intersection of multiple faults, and faults intersecting at sharp angles. A similar method is also presented by Toor et al. (2015). These methods create a protection layer around the features using constrained Delaunay triangulation and recover the faults exactly. Pinchouts and intersecting faults are treated by mirroring PEBI-sites (seed points for cell centers used in the grid generation) around the features. A disadvantage with these methods is that they often lead to congested PEBI-sites around the features. In an attempt to deal with these problems, Ding and Fung (2015) introduced a conflict-point removal scheme. First, a structured background grid is created. A set of PEBI-sites are placed equidistant around each fault. Each PEBI-site is given a priority, and when two sites are too close, the site with lowest priority is removed. The generated grid conforms to faults and has fairly uniform cells, but fails to treat intersections and pinchouts. A different approach is taken by Merland et al. (2011, 2014), who suggest to place the PEBI-sites by an optimization method that minimizes the volume of the cells that are cut in two by a fault. This method is promising, but one often needs to treat the grid manually after the optimization. Especially cells at fault intersections can be bad. PEBI-grids are not the only unstructured grids that have received attention. There have been several attempts at creating triangular grids that adapt to faults and fractures. Brewer et al. (2015) present a method for exactly representing fractures by a triangulation. Methods for approximating faults and fractures by triangles have also been investigated (Mustapha 2011; Holm et al. 2006). Another method that has gained popularity in the latest years is the cut-cell method (Gringarten et al. 2008, 2009; Mallison et al. 2014). This method generates a grid by creating a mapping from a Cartesian grid to the physical domain, and then creates general polyhedral cells by cutting the Cartesian cells by crossing faults.

In the first part of the paper, we present new methods for generating unstructured grids in both 2D and 3D that conform to geological structures and wells. We will look at two different conformity requirements: (i) structures that should be traced by faces of the grid, and (ii) structures that should be traced by cell centroids. Typically, wells should be traced by cell centroids, whereas internal boundaries such as fractures, faults, horizons, and erosion surfaces should be traced by faces. The new methods have been implemented as a separate module in MRST (Lie 2015).

Real reservoirs have anisotropic and spatially varying permeability. The standard two-point flux-approximation (TPFA) method uses, as the name suggests, the pressure values at the centroids of two neighboring cells to compute the flux across their common interface. The method is therefore only consistent for K-orthogonal grids in which the principal directions of the permeability tensor align with the vectors joining the pressure points used in the discretization stencil. For simple cases, K-orthogonality can be enforced by rotating the axial directions of the grid, or by transforming physical space into an isotropic space in which orthogonal grids can be generated (Gunasekera et al. 1997). The petrophysical properties of a simulation model are typically the result of an upsampling process, which will tend to introduce full-tensor permeabilities with nonzero off-diagonal elements. In principle, it is possible to diagonalize such permeabilities if the tensor is symmetric and positive, but in most cases this is not feasible, in particular when the grid needs to conform to well trajectories, faults, erosion surfaces, and other geological properties. We can therefore, as a rule, expect that adapted grids will not be K-orthogonal in some parts of the reservoir. Since the TPFA method is then not consistent, it will not be convergent, but more importantly: it will introduce grid-orientation effects that will adversely affect the solution quality. In the second part of the paper, we will therefore discuss several alternative discretization methods that are consistent on general polyhedral grids.

To ensure consistency, multipoint flux-approximation (MPFA) methods (Aavatsmark 2002) introduce auxiliary pressure points at the cell interfaces, which are coupled at two adjacent local interaction regions that together form a dual grid. The auxiliary pressures are then eliminated locally by imposing flux continuity, so that the flux across each interface is approximated using pressure values from multiple cells in the local region around the interface. MPFA methods retain the same number of unknowns as the TPFA method, but have a more dense stencil, and are somewhat cumbersome to implement for complex grids. In mimetic methods (Brezzi et al. 2005; Lie et al. 2012), the auxiliary pressure points are kept as primary unknowns. Since local interactions do not need to be constructed explicitly, mimetic methods are very flexible, both in terms of grid geometry and the type of discretization they reduce to on simple grids. However, they involve a significantly higher number of unknowns. New developments of mimetic methods have lead to virtual element methods (Beirão da Veiga et al. 2013, 2014), which constitute a uniform framework for higher-order discretizations that require significantly fewer degrees of freedom. These methods are generally not conservative, but are useful for discretizing other physical effects like diffusion, dispersion, and/or mechanical effects, and can be made conservative by postprocessing the non-conservative velocities. The last method we consider is the NTPFA method (Nikitin et al. 2014a), in which the transmissibility used for the two-point approximation for each interface varies as a function of pressure. The resulting stencil is nonlinear and the method is therefore, unlike other first-order consistent methods, guaranteed to be monotone. Using a number of test cases involving deformed cell geometries and anisotropic permeabilities, the performance of the various methods is compared and contrasted. All methods are implemented as freely available open-source modules in MRST, and the paper can therefore be seen as an update of (Lie et al. 2012).
PEBI-Grids

In this section, we will go through the process of generating PEBI-grids that conform to control points and to internal boundaries.

Control-point conformity will mainly be used to represent wells, whereas internal boundaries are primarily faults. Henceforth, the two types of conformity are therefore referred to as wells and faults for simplicity, even though the same techniques can be used to adapt to other features like fracture networks, for which control-point conformity would be used to generate volumetric fractures and boundary alignment would be used for lower-dimensional representation.

To simplify the discussion, we introduce some more terminology. We let \( S = \{ s_i \}_{i=1}^{n} \) be a set of generating points in \( \mathbb{R}^d \), which we will refer to as sites to distinguish them. In all algorithms, we will work with three different sets of sites: well sites, fault sites, and reservoir sites. Well and fault sites are created to make the grid conform to control points and internal boundaries, respectively. Reservoir sites are all other sites that generate the background grid. To define the PEBI (or Voronoi) grid, we say that a point \( x \) belongs to the PEBI-cell \( \Omega_i \) if it is at least as close to \( s_i \) as any other sites in \( S \); that is, \( \Omega_i = \{ x : x \in \mathbb{R}^d, |x - s_i| \leq |x - s_j|, j = 1 \ldots n \} \). The PEBI-grid is then defined as the set of all PEBI-cells. This grid is the dual of the Delaunay triangulation of the set of well, fault, and reservoir sites. In the following we will only consider so called clipped PEBI-grids, where we restrict the PEBI-cells to a bounded set \( \Omega \subset \mathbb{R}^d; \Omega_{clipped} = \Omega \cap \Omega \) (Berge 2016; Yan et al. 2010).

Generating well and fault sites in 2D

We start by presenting a generalization of the conflict-point removal algorithms proposed by Fung et al. (2014) and Ding and Fung (2015) in 2D. In the next subsections, we first present our novel approach to robustly handle fault–fault, fault–well, and well–well intersections, then present various methods for generating reservoir sites, before we finally discuss how to generalize the generation of conforming PEBI-grids to 3D.

Well sites

In reservoir simulation, the diameter of the wellbore will typically be much smaller than the size of the grid cell, so that the inflow or outflow in wells occur on a subgrid scale. To account for the significant pressure variation inside the cell, it is common to use an analytical or semi-analytical model of Peaceman type. These models typically assume that the wellbore passes through the centroid of each perforated cell. To maximize accuracy, a good grid should therefore trace wells using cell centroids.

In a well-shaped PEBI-grid, the cell-centroids coincide with their respective sites (Du et al. 1999). We therefore place a set of well sites along each well trajectory with the distance between consecutive sites given by a user-defined function. A requirement we put on the well sites is that consecutive well sites that belong to the same well segment should be connected by edges in the Delaunay triangulations of the sites. In the dual PEBI-grid, consecutive well sites will then be neighbors.

Definition (Well condition). If \( s_1 \) is a well site and \( s_2 \) is a consecutive site, the well condition is satisfied if the circle intersecting the two sites centered at their midpoint does not contain any other sites from \( S \).

The circles defining the well condition are shown in Fig. 1. The line segment between \( s_1 \) and \( s_2 \) will be an edge in the Delaunay triangulation if the well condition is satisfied (Berge 2016). Further, the neighbor edge in the dual PEBI-grid will contain this point. Fig. 2 shows a grid of a single well, where the distance between well sites are increasing along the well. Because the well condition is satisfied, the neighbor edge between two consecutive well sites always intersects the well path.

Fung et al. (2014) suggest to add a protection layer around the well trajectories to make the shapes of well cells more regular and to better capture the symmetric flow in or out of wells. Sun and Schechter (2015) showed that one can grid the radius of a well explicitly by adding protection sites around the well sites. To add a layer of protection sites, we trace the well paths and place the protection sites normal to the well path. Each well site will have two protection sites, one on each side. Fig. 3 shows one well with a protection layer. The distance \( d \) the protection sites are placed from the well paths also equals the diameter of the corresponding well cell. We allow the distance \( d \) to vary along the well path. This is practical when we for example wish to create explicit volumetric representation of fractures with varying width (Sun and Schechter 2015). In the figure, the distance function is permuted randomly for each set of protection sites. The careful reader will probably observe that this may introduce very short faces, which should preferably be eliminated, as shown in Fig. 3c, to make the grid more suitable for discretization of
Figure 3—Illustration of a well with a protection layer. Blue points are well sites, while purple points are protection sites. The distance $d$ from a well site and its protection sites also equals the diameter of the corresponding well cell. In (c) we have postprocessed the grid and removed any short edges. Note that this grid is not strictly PEBI, whereas the grid in (b) is.

Figure 4—The creation of fault sites $f_1$, $f_2$, $f_3$, and $f_4$ from the circle centers $c_1$, $c_2$, and $c_3$. The fault condition is satisfied if the interior of the three circles does not contain any sites.

**Fault sites** To create a grid where edges trace a fault, we have to place fault sites equidistant on opposite sides of the fault. To achieve this, we are inspired by the method described by Ding and Fung (2015), who propose to place fault sites equidistant along a fault by calculating the intersection of circles. They only discuss the specialized case when all circles have the same radius and distance apart, and their method also fails to represent faults exactly at intersections. We will generalize the idea of intersecting circles and give a rigorous discussion of how one can guarantee conformity also at intersections of faults.

We start by placing a set of points $\{c_i\}$ along the fault, which we refer to as circle centers. The distance, or step length, between two consecutive circle centers $d_i = |c_{i+1} - c_i|$ is set by the user through a density function $d_i = \rho(c_i, c_{i+1})$. We then draw a circle around each circle center. Two consecutive circles should intersect, which gives us an upper and lower bound on the radii of the circles:

$$d_i \leq R_i + R_{i+1}, \quad |R_i - R_{i+1}| \leq d_i.$$  \hspace{1cm} (1)

In our implementation, we have chosen to set the radius of a circle as a scaled average of the distance to the circles on either side

$$R_i = c_f \frac{d_i + d_{i-1}}{2}.$$  

The constant $c_f$ is called the circle factor, and it controls how far from the fault the fault sites should be placed. Normal values for the circle factor lie in the interval $(0.5, 1)$. The fault sites $\{f_j\}$ are placed where two circles intersect. If $c_f$ is small, the fault sites will be placed close to the fault, and if $c_f$ is large, the fault sites will be placed far from the fault. In Fig. 4 we see the difference of circle factor 0.6 and circle factor 0.9. By construction, the site pairs $f_1f_2$ and $f_3f_4$ are placed equidistant on each side of the fault, which under the following condition will make the PEBI-grid conform to the fault:

**Definition** (Fault condition). Let $f_1$ and $f_2$ be the two fault sites that are generated from the intersection of two circles. The fault condition is satisfied if the interior of the two circles contains no sites from $S$. 

flow equations.
The fault condition is a necessary and sufficient condition for the line segment between the two circles to be the neighbor edge between PEBI-cell of site $f_1$ and $f_2$. If the fault condition is satisfied for all fault site pairs, the grid is guaranteed to conform exactly to the faults (Berge 2016).

**Handling intersections** The algorithms introduced above for generating well and fault sites are sufficient to give good grids as long as the individual well trajectories and/or fault lines do not cross each other. If this is not the case, additional care needs to be taken to ensure that the grids conform in a feasible manner. There are three types of intersections a robust grid generator should handle; well–well, well–fault and fault–fault intersections. Our grid generator handles all of these cases automatically, also for harder cases such as the intersection of multiple wells.

**Well-well intersections** When two well trajectories cross, we have to be careful when placing the well sites. If we place the sites of each well independently, consecutive sites will in general not be connected by Delaunay edges over the intersection. We may also create small and badly shaped cells. To treat these cases, all well paths are divided into segments by the well intersections. A well segment does not intersect any other well segments, except possibly at the end-points. When we place the well sites, we first place a well site at each intersection. A well site at an intersection is shared by all well segments starting or ending in this intersection. The remaining well sites are placed along the well segments as normal. Fig. 5 shows the intersection of two wells. The yellow site is shared by both wells, and the other sites are in this case placed equidistant along the wells. This method ensures a consistent size of the well cells, even at intersections of multiple wells. For the wells that intersect, we do not place a set of protection sites at the intersection of the wells. Note that this will result in a cell that has an incorrect size, which has to be taken into consideration. A simple solution is to scale the porosity of the intersection cells to accurately represent the flow through the intersection.

**Fault–fault intersections** If we place the fault sites for each fault independently, we will in general not be able to represent the faults exactly. At the intersection of two faults, fault sites from either fault may interfere with each other and violate the fault condition. To create a conforming grid, the first step is to calculate the intersection of all faults. As for the well–well intersection, faults are split into fault segments at these intersections. The fault segments will not have any intersections, except possibly at the end-points. This way, we do not have to distinguish between different intersection cases, such as pinchouts or intersection of multiple faults.

At each intersection, we place a circle that is shared by all fault segments ending in that intersection. The other circles are placed as normal along the fault segments. We color all intersection circles blue, and all neighbor circles of blue circles are colored red. On each red circle, one of three actions is performed: (i) Nothing is modified, (ii) the radius is changed, (iii) the circle is merged with another red circle. If the interior of a circle does not contain any sites, it is not modified. If the interior of a circle contains fault site $f_i$, we locate the red circle that generated $f_i$. These two circles are tagged as conflict circles. The radii of the conflict circles are shrunk as shown in Fig. 6. The new radii are chosen such that the blue circle and the two red circles intersect at the midpoint of the two faults. When multiple faults intersect, a circle might have multiple conflict pairs. We then calculate the new circle radius for each conflict pair and choose the smallest of them. If the radius of a red circle is shrunk too much, it might violate the radius condition of Eq. 1. For those cases, we locate the other red conflict circle sharing a fault site with this circle. These two circles are merged to one circle centered at the midpoint of them. The merged circle is colored blue, and we repeat the procedure above. Fig. 7 shows one iteration of the merging. In this case, two sets of conflict circles are merged, one on each side of the intersection. This is enough to satisfy the fault condition. If the intersection had been sharper, more than two pairs of circles might have been merged successively.

A second case that triggers two red conflict circles to merge is if they are too close to each other. From Fig. 8; if the ratio $\delta/d$ is smaller than a given tolerance, we merge the circles. By changing the tolerance parameter, we can control how we grid sharp intersections. For a large tolerance, more circles will be merged than for a small tolerance.
Figure 6—Merging two conflict sites in a pinchout. The orange lines are two intersecting faults and orange points the fault sites.

Figure 7—The procedure of merging circles. (a) The circle at the intersection is colored blue, and its neighbors are colored red. The radii of the red circles are shrunk until they intersect the blue circle at the same point. The red circles now do not intersect their neighbors. They are therefore merged. (b) The merged circles are colored blue, and their neighbors are colored red. The green circle is already processed and is therefore not colored red. The procedure from (a) is repeated until the fault condition is satisfied. (c) An associated grid.

Figure 8—Merging two circles in a pinchout. If the ratio of the distance between circles on the same fault $d$, and the distance between the circles on opposite faults $\delta$ is too small, the circles are merged.
Our method of splitting faults into fault segments and placing circle centers along these segments makes it easy to handle barely intersecting faults. If a fault segment is shorter than a specified length, we do not place any circles along it. In our implementation we have set this minimum length to be 80% of the desired length between circle centers.

**Well-fault intersections** The last type of intersection we need to consider is well-fault intersections. As for the two other cases, all faults and wells are split at the intersections. Fig. 9 shows the intersection of a well and a fault. The first circle center of a fault segment starting in a well-fault intersection is placed half a step length \( d \) from the start. Equivalently, the last circle center of a fault segment ending in a well-fault intersection is placed half a step length from the end. The two fault sites created from the circle before and after the well-fault intersection are labeled as well sites. These two sites are the first and last well site for the well segments starting and ending in the intersection, respectively.

**Generating reservoir sites** The reservoir sites can be placed any way the user may see fit. The most obvious choice is to create a structured grid by placing sites equidistant in each direction or on a rectilinear mesh. We can then make use of the simplicity of the Cartesian topology away from the wells and faults. When placing the reservoir sites, we ignore all faults and wells. After the reservoir sites are created, we remove any sites violating the fault or well condition. The resulting grid is then guaranteed to conform to faults and wells. Even if the fault and well conditions are satisfied, some cells might be small or badly shaped. We therefore also remove sites that are too close to each other. A grid size is defined for each well and fault site. For well sites, the grid size is the distance between two consecutive well sites. For fault sites, the grid size is set to the distance between the two sites that are generated by the same two circles. If a reservoir site is closer to a well or fault site than that site’s grid size, the reservoir site is removed. This ensures that the well- and fault-cells have a consistent size.

There are many different methods to choose from to create a fully unstructured grid. Here, we have chosen to place the reservoir sites using the force-based method proposed by Persson and Strang (2004). One reason is that this method is available as a free open-source implementation in MATLAB. The method associates the edges in the Delaunay triangulation with springs, whereas vertices are associated with joints connecting the springs. An initial triangulation is given, and the algorithm then finds an equilibrium position for the vertices. When solving for equilibrium, the well and fault sites that have been created using the algorithms explained above are set as fixed points; that is, they are not allowed to move during the optimization procedure. An example of an optimum triangulation and its dual PEBI-grid is shown in Fig. 10 for a case where initial reservoir sites were placed semi-randomly in the domain.

As an alternative to the force-based method, we will use a similar algorithm in which we optimize the PEBI-grid directly instead of optimizing the dual Delaunay triangulation. We define the Centroidal PEBI-grid (CPG) energy function as (Du et al. 1999; Iri et al. 1984)

\[
F(s) = \sum_{i=1}^{n} \int_{\Omega_i \cap \Omega} |y - x_i|^2 \, dy.
\]

The variable \( s = [s_1^T, \ldots, s_n^T]^T \) is a vector of the PEBI-sites. The variable \( x_i \) is the mass centroid for PEBI-cell \( \Omega_i \). A necessary condition for \( F \) to be minimized is \( s_i = x_i \), that is, the PEBI-sites coincide with the mass centroids (Du et al. 1999). The gradient of \( F \) is

\[
\frac{\partial F}{\partial s_i} = 2A_i(s_i - x_i),
\]

where \( A_i \) is the area of the associated PEBI-cell. To find the minimum of the CPG energy function we use the L-BFGS method, which is a quasi-Newton method (Nocedal and Wright 2006).
Figure 10—Optimization of a triangulation using the force-based algorithm. The size of the elements is proportional to the distance from the origin squared $h(x, y) \sim x^2 + y^2$.

Figure 11—Three grids of a reservoir. The reservoir has two wells (dotted blue lines) and two faults (dotted orange lines). The well and fault sites are the same for all three grids and are created using the methods described in this section. The reservoir sites are created by three different methods; a Cartesian grid, optimizing the dual Delaunay triangulation, and minimizing the CPG energy function.

To be able to use the CPG formulation on a grid with fault and well sites, we propose a small change to the gradient. The fault and well sites are treated as fixed points, that is, we do not move them during the optimization procedure. We incorporate this into the L-BFGS algorithm by setting the derivatives \( \frac{\partial F}{\partial s} \) with respect to fixed points to zero. By doing so, the L-BFGS algorithm does not move the fixed points, and the resulting grid will conform to faults and wells.

A comparison of the three methods for placing reservoir sites is shown in Figure 11. The two optimization methods have more uniform cells than the Cartesian background grid. Also, the cell centroids for the optimization methods are very close to the well path. The minimization of the CPG energy function creates better reservoir cells in congested areas, e.g., look at the area between the well intersection and fault intersection.

Conforming 3D PEBI-grids Creating PEBI-grids conforming to faults is much harder in 3D than in 2D. Instead of dealing with lines, one has to consider surfaces, and the complexity increases drastically. In this section, we will present a generalization of the 2D method presented in the previous section. This is a novel method, which to the best of our knowledge is new in the literature.

Fault sites To generate the fault sites, we represent a fault by a surface triangulation. A triangle is the equivalent to a line segment in the 2D gridding method. We draw a sphere around all vertices in the triangulation and let the radius of the spheres vary according to a user-specified function. The radius of a sphere should be approximately the same as the length of the edges in the corresponding triangle. For each triangle, we find the intersection of the three spheres centered at the triangle’s vertices. This intersection gives us two unique points equidistant on each side of the triangle, and we place one fault site at each of these points. The fault condition from the 2D case is trivially extended to 3D: the interior of the three spheres generating a fault site should not contain any sites from \( S \). If the fault condition is satisfied, the resulting PEBI-grid will conform exactly to the triangulation of the fault.

To handle intersections of faults, we introduce a priority scheme. Each fault is given a priority by the user. If a fault site is
in the interior of a circle of a fault with higher priority, it is removed. This priority scheme is similar to the one presented by Fung et al. (2014). We start by finding any sites that violate the fault condition for the fault with highest priority. These sites are removed. We then consider the fault with second highest priority and remove any sites inside the generating circles of this fault. This process continues until we have checked all faults. When we search for sites that violate the fault condition for a fault, we only check sites that have a lower priority than the current fault. Fig. 12 shows a grid with two intersecting faults. The fault with higher priority is represented exactly, while the fault with lower priority is only approximated over the intersection. Contrary to the 2D method, the 3D method does not conform exactly over fault intersections. However, away from any intersections, the grid conforms exactly to all faults.

Well and reservoir sites The extension of wells sites to 3D is straightforward; instead of tracing well trajectories in 2D, we add a coordinate and place well sites along well trajectories embedded in a 3D domain. Intersection of wells are treated equivalent to the 2D case. Likewise, the reservoir sites can be created by any preferred method. The methods discussed for 2D grids easily generalize to higher dimensions. As long as the fault and well condition is satisfied for all spheres, the associated PEBI-grid will conform to the faults and wells. Fig. 13 shows a grid of a reservoir consisting of three blocks separated by two inclined and curved faults. The reservoir also contains one well going through the middle block.

For more examples of the possibilities of our gridding method, see Fig. 14.

Consistent Discretizations for Polyhedral Grids

In this section, we will review a variety of methods that can be used for consistent discretizations on general polyhedral grids. To this end, we consider incompressible flow,

\[ \nabla \cdot \mathbf{v} = q, \quad \mathbf{v} = -K \nabla p, \quad x \in \Omega \subset \mathbb{R}^d, \]

(2)
Figure 14—Various grids showing the capabilities of our gridding method.
where \( \mathbf{v} \) is Darcy velocity, \( p \) fluid pressure, \( \mathbf{K} \) permeability tensor, and \( q \) is a source or sink term. For reasons that soon will be clear, the flow equation has been written on mixed first-order elliptic form that has \( p \) and \( \mathbf{v} \) as unknowns, but the flow equation can also be written as a second-order, Poisson-type equation \(-\nabla \cdot \mathbf{K} \nabla p = q \) for pressure only. The pressure equations essentially remains the same for multiphase flow, except that \( \mathbf{K} \) is multiplied by a mobility function \( \lambda \) that depends on phase saturation(s).

In the following, we assume that we have a grid \( \mathcal{T}_h = \bigcup_{i=1}^N \Omega_i \) consisting of \( N \) polygonal or polyhedral cells \( \Omega_i \) covering \( \Omega \), and that the permeability \( \mathbf{K} \) is constant on each cell. Moreover, we will assume that suitable boundary conditions are given.

Finite-volume methods rely on the integral form of the first equation of Eq. 2,

\[
\int_{\partial \Omega_i} \mathbf{v} \cdot \mathbf{n} \, ds = \int_{\Omega_i} q \, dx = q_i, \tag{3}
\]
and differ in the way they approximate the flux across the individual grid faces that make up \( \partial \Omega_i \). Consider two cells \( \Omega_i \) and \( \Omega_j \) and let \( F_{i,j} \) denote their common interface, as depicted in Fig. 15. This interface can be interpreted as two half-faces: The half-face \( F_{i,j} \) is the common face of cell \( \Omega_i \) and cell \( \Omega_j \), with orientation given by the normal vector \( \mathbf{n}_{i,j} \) pointing from cell \( \Omega_i \) to cell \( \Omega_j \). In the same manner, \( F_{j,i} \) shares vertices and area with \( F_{i,j} \), but is oriented with \( \mathbf{n}_{j,i} = -\mathbf{n}_{i,j} \). We denote the flux over half-face \( F_{i,j} \) by \( v_{i,j} \). With this notation set, we can start presenting the different schemes.

**Two-point flux-approximation** The two-point flux approximation (TPFA) should be well-known to most readers, but we still introduce it in some detail to prepare the presentation of consistent schemes. Introducing an auxiliary pressure point \( \pi_{i,j} \) at the centroid of the half-face \( F_{i,j} \), we can use the midpoint rule to approximate the integral across \( F_{i,j} \) with a two-point finite-difference to approximate Darcy’s law,

\[
v_{i,j} = \frac{1}{|F_{i,j}|} \int_{F_{i,j}} \mathbf{v} \cdot \mathbf{n}_{i,j} \approx \frac{1}{|F_{i,j}|} |\mathbf{e}_{i,j}| \mathbf{K}_{i,j} \mathbf{n}_{i,j} (p_i - \pi_{i,j}) = T_{i,j} (p_i - \pi_{i,j}). \tag{4}
\]

The proportionality constant \( T_{i,j} \) is referred to as the half-face transmissibility. We now impose continuity of fluxes across faces, \( v_{ij} = v_{i,j} = -v_{j,i} \), and continuity of face pressures, \( \pi_{ij} = \pi_{i,j} = \pi_{j,i} \). This gives the system

\[
\sum_{j=1}^N T_{ij} (p_i - p_j) = q_i \quad \forall \Omega_i \in \mathcal{T}_h, \quad T_{ij} = (T_{j,i}^{-1} + T_{j,i}^{-1})^{-1}, \tag{5}
\]
where \( T_{ij} \) is the transmissibility associated with the connection between \( \Omega_i \) and \( \Omega_j \). Although robust and monotone, the TPFA method is only consistent for \( \mathbf{K} \)-orthogonal grids, in which \( \mathbf{K}_{i,j} \mathbf{n}_{i,j} \) is parallel to \( \mathbf{e}_{i,j} \) for all cells. The method can therefore suffer from significant grid orientation effects (Aavatsmark 2007; Wu and Parashkevov 2009).

**Multipoint flux approximation** To obtain a consistent discretization of Eq. 2 for grids that are not \( \mathbf{K} \)-orthogonal, we need accurate approximations of the pressure derivative parallel to the cell faces. To develop a multipoint stencil (here we only discuss the MFPA-O method), we start by defining an interaction region around each node in the grid, restricted by the faces that connect the cell centroids and the face centroids adjacent to the node, as shown in Fig. 16. Inside these interaction regions, we define a set of linear basis functions for the pressure, and impose pressure continuity at the face centroids and flux continuity across the face patches inside the interaction region. A globally coupled system is then obtained by using continuity requirements to express the
Figure 17—Decomposition of $l_{i,j} = K_{i,j} n_{i,j}$ used to develop the NTPFA scheme.

gradients of the basis functions in terms of the cell pressures $p_i$, giving fluxes across the face patches of the interaction region. Finally, cell pressures are determined by summing the fluxes across all face patches, and imposing mass conservation. This yields a method that is consistent for all grids. The cost for this unconditional consistency is that we have to solve a much denser linear system of equations than the one obtained from the TPFA scheme. The interested reader is referred to Aavatsmark (2002) for a more general discussion of MPFA schemes.

**Nonlinear two-point flux approximation** The multipoint flux approximation achieves consistency by approximating inter-cell fluxes using more than two points. The nonlinear two-point flux approximation (NTPFA) method (Le Potier 2009; Lipnikov et al. 2007, 2009; Nikitin et al. 2014b) also uses additional points to estimate fluxes, but the fluxes themselves are a result of a two-point expression on the form

$$v_{i,j} = T_i(p) p_i - T_j(p) p_j,$$

where the transmissibilities depend on one or more pressure values, giving a nonlinear method. To derive a nonlinear two-point scheme, we consider the vector $l_{i,j}$,

$$l_{i,j} = K_{i,j} n_{i,j}.$$  

This vector is shown in Figure 17 for some permeability that significantly changes the flow direction. Approximating the vector $l_{i,j}$ using only the component of the vector normal to the interface, as done in the linear two-point scheme, will introduce significant errors. Instead, we define a decomposition of $l_{i,j}$ onto a basis of $d$ vectors with positive weights,

$$l_{i,j} = |l_{i,j}| \sum_{k=1}^{d} c_k \frac{t_k}{|t_k|}, \quad c_k > 0 \forall k,$$

where $t_i$ is the vector from the cell center to another point where we assume to know the pressure values. We derive an expression for the flux over the interface $F_{i,j}$ as seen from cell $\Omega_i$ (i.e., flux across the half-face $F_{i,j}$),

$$v_{i,j} = \int_{F_{i,j}} v \cdot n_{i,j} = -\int_{F_{i,j}} \nabla p \cdot (K n_{i,j}) = -\int_{F_{i,j}} |l_{i,j}| \frac{\partial p}{\partial t_{i,j}} = -\int_{F_{i,j}} |l_{i,j}| \sum_{k=1}^{d} c_k^+ \frac{\partial p}{\partial t_k^+} \approx |F_{i,j}||l_{i,j}| \sum_{k=1}^{d} c_k^+ p_k - p^+,$$

where we have assumed that $K$ is a constant tensor. Similarly, we derive a flux $v_{j,i}$ for the flux as seen from cell $\Omega_j$ (i.e., flux across the half-face $F_{j,i}$). The flux is then defined as convex combination of these two flux expressions,

$$v_{ij} = v_{i,j} \mu^+ - v_{j,i} \mu^- = |F_{ij}||l_{i,j}| \left[ \mu \sum_{k=1}^{d} c_k^+ \frac{t_k}{|t_k|} p_k - \mu^- \sum_{k=1}^{d} c_k^- \frac{t_k}{|t_k|} p_k - \mu^+ \sum_{k=1}^{d} c_k^+ \frac{t_k}{|t_k|} p^+ + \mu^- \sum_{k=1}^{d} c_k^- \frac{t_k}{|t_k|} p^- \right],$$

where the weights are chosen such that the weighting of fluxes is not biased (i.e., $\mu^+ + \mu^- = 1$) and that the terms that do not correspond to pressures on either side of the interface cancel,

$$\mu^- \sum_{k=1}^{d} c_k^- \frac{t_k}{|t_k|} p_k = \mu^+ \sum_{k=1}^{d} c_k^+ \frac{t_k}{|t_k|} p_k.$$

This gives a consistent two-point flux approximation for a given pressure, where the transmissibilities themselves depend on pressure values not included in the two-point stencil. Note that if $K$ varies, the flux expression is instead found by constructing a half-face flux with a face pressure that can be subsequently eliminated by assuming continuity.
Mimetic finite differences  TPFA and MPFA are special cases of a wider family of mass-conservative schemes that for a cell $\Omega_i$ with $n$ faces can be written on the form

$$v_i = T_i (e_i p_i - \pi_i).$$

Here, $v_i = (v_{i1}, \ldots, v_{in})^T$ is the vector of fluxes across the faces of $\Omega_i$, $e_i = (1, \ldots, 1)^T \in \mathbb{R}^n$, $\pi_i$ is the vector of face pressures, and $T_i$ is a matrix of half-face transmissibilities. Looking at Eq. 4, we see that this is indeed true for the TPFA method, in which case $T_i$ is the diagonal matrix with scalar entries $(T_{i1}, \ldots, T_{in})$. However, in the general case, $T_i$ is a full matrix. We write this as

$$M_i v_i = e_i p_i - \pi_i,$$

where $M_i = T_i^{-1}$ can be associated to the local inner products,

$$\int_{\Omega_i} u^T K_i^{-1} v \, dx.$$  

(7)

If we now add pressure and flux continuity as separate equations, we obtain the following discrete system,

$$\begin{bmatrix} B & C & D \\ C^T & 0 & 0 \\ D^T & 0 & 0 \end{bmatrix} \begin{bmatrix} v \\ -p \\ \pi \end{bmatrix} = \begin{bmatrix} 0 \\ q \\ 0 \end{bmatrix}.$$  

(8)

Here, $v$ are the outward fluxes for each half-face of the cell. This gives that both $v_{ij}$ and $-v_{ij}$ appears in $v$ for each face $F_{ij}$. In the same manner, $p$ and $\pi$ contain the cell and face pressures. The matrix $B$ is block diagonal, with diagonal entries $M_i, \ldots, M_N$, and $C$ is a block diagonal matrix with diagonal $(e_1, \ldots, e_N)$. Finally, a column of $D$ corresponds to a unique face in the grid, and has two unit entries for each face. We refer to Eq. 8 as the hybrid formulation of Eq. 2, see e.g., (Lie et al. 2012) for details.

The idea of a $k$-th order mimetic finite difference (MFD) method (Brezzi et al. 2005; da Veiga et al. 2014) is to construct approximations of the local inner products $M_i$ so that these are exact whenever one of the velocities $u$ or $v$ in Eq. 7 is a vector of polynomials of degree $k$ or less. When none of the velocities are such a polynomial, we only approximate the local inner product to the right order. We refer to these properties as the consistency and stability properties of the method.

In a first-order mimetic method, the pressure is approximated by a piecewise linear function on each cell, such that $p_i = x \cdot a + b$ for some vector $a$ and constant $b$. The flux across $F_{ij}$ and pressure drop from the cell centroid to the face centroid are then

$$v_{ij} = -|F_{ij}| n_{i,j}^T K_i a, \quad p_i - \pi_{ij} = c_{i,j}^T a.$$  

We insert this into Eq. 6 to obtain the following consistency conditions for the local inner products:

$$M_i N_i K_i = C_i, \quad N_i K_i = T_i C_i,$$

where

$$N_i = (|F_{i1}| n_{i1}, \ldots, |F_{in}||n_{in})^T, \quad C_i = (e_{i1}, \ldots, e_{in})^T.$$  

(9)

For simplicity, we henceforth omit cell index $i$. From this, we can derive that any valid first-order mimetic approximation of the inner products can be written as

$$M = \frac{1}{|\Omega_i|} C K^{-1} C^T + M_s,$$

where $M_s$ is a matrix defined such that $M$ is consistent and symmetric positive definite. In a sense, it is trough the term $M_s$ that we mimic the physical and mathematical properties of the problem. Since we are free to construct this term, we can obtain certain other methods such as TPFA and MPFA as special cases of the MFD formulation. A thorough description of first-order mimetic formulations of Eq. 8 is given by Lie et al. (2012), who also discuss possible choices for the stability term $M_s$. Some of these are also given in the appendix.

Note that we initially use the cell pressures, face pressure and face fluxes as degrees of freedom. However, as explained by Lie et al. (2012), we can use the Schur complement of Eq. 8 to reduce it to a system with only the face pressures as unknowns. The cell pressures and face fluxes can then be reconstructed by back substitution.

The Virtual Element Method  Higher-order mimetic methods can be obtained by adding degrees of freedom associated to quantities such as moments over cells and faces. However, the construction of such methods has proved cumbersome. Recently, it has become clear that if we disregard the requirement of explicit representation of basis functions in the cell interior, it is possible to obtain much simpler discretization methods, and a more unified framework for higher-order methods. This has led to a finite-element–like approach called the virtual element method (VEM) (Beirão da Veiga et al. 2013, 2014).

We combine Eq. 2 into an elliptic equation:

$$- \nabla \cdot K \nabla p = q,$$

(10)
and assume, for simplicity, that we have homogeneous Dirichlet boundary conditions. Multiplying Eq. 10 by a function \( v \in H^1_0(\Omega) \) and integrating over \( \Omega \) yields the weak formulation: Find \( p \in H^1_0(\Omega) \) such that

\[
a(p, v) = \int_{\Omega} \nabla p \cdot \mathbf{K} \nabla v \, dx = \int_{\Omega} q v \, dx, \quad \forall v \in H^1_0(\Omega).
\]

(11)

Note that \( a \) can be split into a sum of local bilinear forms as

\[
a(u, v) = \sum_{\Omega_i \in T_h} \int_{\Omega_i} \nabla u \cdot \mathbf{K} \nabla v \, dx = \sum_{\Omega_i \in T_h} a^i(u, v).
\]

We will not go into the details of constructing the virtual element function spaces for this problem, and the interested reader is referred to Klemetsdal (2016); Beirão da Veiga et al. (2013); Ahmad et al. (2013); Beirão da Veiga et al. (2014).

As for MFD methods, the idea of a \( k \)th order virtual element method is to approximate the bilinear form such that it satisfies the same kind of consistency and stability properties. However, unlike in MFD, we do not know the exact expression of our basis functions. Instead, we define our virtual element function space, in which the trial and test functions are contained, such that it consists of all polynomials of degree \( k \) or less, along with some possibly non-polynomial functions. Moreover, we choose the degrees of freedom such that when one of the entries is a polynomial of degree \( k \) or less, the approximate bilinear form can be computed exactly using only the degrees of freedom. As we will see, we never actually compute the non-polynomial basis functions, but rather, their polynomial projection, which we can calculate from the degrees of freedom. Hence, the term virtual.

To construct an approximate bilinear form satisfying these properties, we apply the following Pythagoras identity:

\[
a^i(u, v) = a^i(\Pi u, \Pi v) + a^i(u - \Pi u, v - \Pi v),
\]

where \( \Pi v \) is an \( a^i \)-orthogonal projection of \( v \) onto the space of polynomials of degree \( k \) or less. We then choose our approximate bilinear form to be

\[
a_h^i(u, v) = a^i(\Pi u, \Pi v) + s^i(u - \Pi u, v - \Pi v),
\]

where \( s^i \) a stability term. To obtain a discrete version of Eq. 11, we cleverly define our local virtual element function space and its degrees of freedom such that we are able to calculate the projection \( \Pi \phi_h \) for all functions \( \phi \) in this function space. We then proceed to choose the basis for this function space to be the functions \( \{ \phi^i \} \) such that the \( j \)th degree of freedom of \( \phi^i \) is 1 if \( i = j \), and zero otherwise. We now arrive at the following linear system:

\[
Ap = q, \quad A_{i,j} = a_h(\phi^i, \phi^j) = \sum_{k=1}^{N} a^k(\Pi \phi^i, \Pi \phi^j) + s^k(\phi^i - \Pi \phi^i, \phi^j - \Pi \phi^j), \quad q_i = \sum_{k=1}^{N} \int_{\Omega_k} q\phi^i \, dx.
\]

We see that by construction, any choice of the stability term yields a consistent method. However, in order to ensure that the stability property is satisfied, we must choose \( s^i \) such that \( a_h^i \) is positive definite, and scales as \( a^i \). As for MFD, since we are free to choose this stability term, we can obtain certain other numerical methods from VEM. This is for instance true for FEM and some finite difference methods for certain cell geometries. An investigation of the stability term was done by Klemetsdal (2016), and some of these results are summarized in the appendix.

**Flux reconstruction** From the construction of our approximate bilinear form \( a_h^i \), we know that it is exact whenever one of the entries is a polynomial of degree \( k \) or less. By choosing the polynomials to be \( x, y \) and \( z \) in turn, we thus obtain

\[
\int_{\Omega_t} \mathbf{K}_i \nabla p \, dx = (a^i(p, x), a^i(p, y), a^i(p, z))^T = (a_h^i(p, x), a_h^i(p, y), a_h^i(p, z))^T.
\]

By the construction of the virtual element function space, we know that we can calculate this exactly when \( p \) is the approximated pressure. We use this to approximate the cell velocities

\[
-(\mathbf{K} \nabla p)|_{\Omega_t} \approx -\frac{1}{|\Omega_t|} \int_{\Omega_t} \mathbf{K}_i \nabla p \, dx = \mathbf{v}_i.
\]

The velocity over half-face \( F_{i,j} \) is then taken to be the weighted average

\[
\mathbf{v}_{i,j} = \theta_{i,j} \mathbf{v}_i + (1 - \theta_{i,j}) \mathbf{v}_j,
\]

where \( \theta_{i,j} \) are coefficients such that \( 0 < \theta_{i,j} < 1 \). Herein, we make the simple choice \( \theta_{i,j} = 1/2 \). An alternative is to follow Burman and Zunino (2006) and Ern et al. (2008) and choose

\[
\theta_{i,j} = \frac{\delta_{i,j}}{\delta_{i,j} + \delta_{j,i}}, \quad \delta_{i,j} = n_{i,j}^T \mathbf{K}_i n_{i,j},
\]

(12)
We can now calculate the flux over a half-face \( F_{i,j} \) as

\[
\nu_{i,j} = \begin{cases} 
|F_{i,j}|v_{i,j} \cdot n_{i,j}, & \text{if } F_{i,j} \text{ is an internal face,} \\
|F_{i,j}|v_{i} \cdot n_{i,j}, & \text{if } F_{i,j} \text{ is a boundary face.}
\end{cases}
\]

Here, we use the convention that \( F_{i,j} \) is a boundary face if either \( i \) or \( j \) is zero. Naturally, this calculation is not needed for boundary faces with a prescribed flux.

**Postprocessing** Whereas TPFA, MPFA, NTPFA, and MFD are locally conservative, VEM is not, and may potentially lead to unphysical states when applied as part of a multiphase simulation. To obtain conservative fluxes, we will postprocess the non-conservative velocity field using a method proposed by Odsæter et al. (2016). In accordance with Eq. 3, we define the residual in unphysical states when applied as part of a multiphase simulation. To obtain conservative fluxes, we will postprocess the non-conservative velocity field using a method proposed by Odsæter et al. (2016). In accordance with Eq. 3, we define the residual in cell \( \Omega_i \) to be

\[
r_i = q_i - \sum_{j=1}^{N} \nu_{i,j}.
\]

We now want to find a correction function so that the fluxes are locally conservative. In particular, we want to determine a function \( H \), constant on each face, so that \( q_i = \sum_{j=1}^{N} (\nu_{i,j} + |F_{i,j}|H_{i,j}n_{i,j} \cdot n_{i,j}) \), where \( H_{i,j} \) denotes the value of \( H \) on the common face of \( \Omega_i \) and \( \Omega_j \). The vector \( n_{i,j} \) is a predetermined direction for the flux over this face, and is either \( n_{i,j} \) or \( n_{j,i} \), so that \( n_{i,j} \cdot n_{i,j} = \pm 1 \). To uniquely determine \( H \), we pick the one that minimizes a weighted \( L^2 \)-norm over the faces. It can be shown that \( H \) can be expressed through a function \( y \), constant on each cell, such that \( H_{i,j}n_{i,j} \cdot n_{i,j} = \omega_{i,j}^{-1}(y_i - y_j) \), where \( y_i \) is the value of \( y \) on cell \( \Omega_i \). The coefficients \( \omega_{i,j} \) are the weights of the weighted \( L^2 \)-norm. This yields the system

\[
q_i - \sum_{j=1}^{N} (\nu_{i,j} + |F_{i,j}|H_{i,j}n_{i,j} \cdot n_{i,j}) = r_i - \sum_{j=1}^{N} |F_{i,j}|\omega_{i,j}^{-1}(y_i - y_j) = 0 \quad \forall \Omega_i \in \mathcal{T}_h.
\]

Taking a closer look at Eq. 13, we see that it is similar to the TPFA scheme in Eq. 5. In fact, if we choose the weight function \( \omega \) so that \( |F_{i,j}|\omega_{i,j}^{-1} \) equals the transmissibility \( T_{i,j} \), we recover the TPFA scheme. This is not as surprising as it might seem. Indeed, let us denote the exact velocity \( \nu = v_h + h \), where \( v_h \) is the approximated velocity and \( h \) is a correction term. Similarly, we denote the exact pressure by \( p = p_h + r_p \). Inserting this into Eq. 2 yields

\[
\nabla \cdot h = q - \nabla \cdot v_h, \quad h = -K\nabla r_p.
\]

It is now easy to check that the TPFA formulation of this problem is equivalent to Eq. 13, with \( |F_{i,j}|\omega_{i,j}^{-1} \) equal to the transmissibilities \( T_{i,j} \). For our simulations, we follow Odsæter et al. (2016) and use the weights

\[
\omega_{i,j} = \frac{\delta_{i,j} + \delta_{j,i}}{2\delta_{i,j}\delta_{j,i}},
\]

where the coefficients \( \delta_{i,j} \) are given in Eq. 12.

We conclude this section with Fig. 18, showing a polygon with the degrees of freedom of the different methods indicated.

**Numerical Simulations**

We now consider a number of test cases to compare and contrast the various discretization methods discussed above. In the discussion, we will use different inner productions for the mimetic and the virtual element methods; for detailed definitions of these inner product see the appendix and (Lie et al. 2012).

**Example 1 (Maximum principle).** A fundamental property of Eq. 2 is that it obeys an elliptic maximum principle, which implies that if there is a single source within the domain, the pressure will decrease monotonically towards the boundary. Discretization schemes should obey a similar maximum or monotonicity principle (Nordbotten et al. 2007). It is well-known that whereas the TPFA scheme is monotone, many consistent schemes like the MPFA-O and mimetic methods are not. To compare and contrast the various schemes, we consider the problem of a point source placed at the center of a quadratic domain, with zero pressure on the boundary. The permeability ratio is 500:1, rotated by an angle \( \pi/12 \). We compute the pressure fields on a Cartesian grid of \( 51 \times 51 \) cells using the methods described above. For MFD and VEM, we have used all inner products described in the appendix. Contour plots of some of the methods are reported in Fig. 19. The MFD method shown uses the inner product M1 that resembles the mixed Raviart–Thomas inner product. The VEM methods shown uses the inner products V1 and V4, where the latter resembles a finite difference stencil. The weight \( w \) for the finite difference stencil is chosen through a minimization of the absolute value of the negative cell pressures, resulting in \( w = 0.0499 \), see the appendix for details.

We observe that the TPFA solution completely fails to capture the effect of the rotated permeability field. The MFD-M1 and VEM1-V4 solutions exhibit similar oscillations with regions of negative pressure that are symmetric with respect to the point.
source. Oscillations are also evident in the first-order VEM solution using V1, but these appear in larger contiguous patches. The NTPFA solution is monotone by construction and thus free for oscillations. We also observe that the second-order VEM solution is completely free of regions with negative pressure. Moreover, we notice a sharper and more localized peak in the pressure towards the source in the MFD-M1, VEM1-V4, and VEM2-V1 solutions.

Fig. 20 reports a more comprehensive comparison of all the methods with different inner products used for MFD and VEM. In particular, we have indicated the fraction of cells with negative pressure for each method, along with a measure of the magnitude of the negative pressures, defined as

$$\mu = 100 \times \frac{\sum_{p_i < 0} |p_i|}{\sum_{i} |p_i|},$$
where we recall that $p_i$ is the pressure at the centroid of cell $\Omega_i$. Note that strictly speaking, the cell pressure is not a degree of freedom for the second-order VEM method, but rather, the average of the pressure over the cell. This average cell pressure is not a degree of freedom for the first-order VEM method, but can be calculated using the nodal degrees of freedom. Hence, for the VEM methods, we use these average cell pressures as approximations of the cell pressures. On the right-hand side of the bar chart we have reported key figures about the resulting linear systems such as the number of unknowns ($\text{dof}$), the number of non-zero entries ($\text{nnz}$), the ratio between these two numbers ($\text{ratio}$), and the lower bound of the condition number ($\text{cond}$), defined by $\frac{\| A \|_1}{\| A^{-1} \|_1}$.

Since both the NTPFA and TPFA solutions are monotone by construction, these methods have no cells with negative pressure. However, as Fig. 19 clearly shows, the TPFA method completely fails to resolve the effect of the rotated anisotropy in the permeability field. Comparing the remaining solutions, the second-order VEM methods outperform the first-order methods both in terms of fraction and magnitude of negative cell pressures, with the inner product V1 being the best. Except for the V4 inner product, the first-order VEM solutions have the highest fraction of negative cell pressures, but the negative cell pressures have lower magnitude than for MFD and MPFA. Notice that the method using the V3 inner product, which resembles a standard finite-element method, is slightly better than V1 and V2 in both measures, while the method using V4, which resembles a finite-difference method, is the best among all the linear first-order methods. All MFD solutions yield similar results, with M2 and M3 being slightly better than M1. The M3 inner product corresponds to a Raviart–Thomas method on cuboids, while M2 corresponds to the TPFA method on K-orthogonal grids. The MPFA-O solution is comparable to the MFD solutions. We conclude that for this particular test case, the second-order method yields far better results in terms of physically meaningful pressure fields.

Finally, let us look in some more detail at the linear(ized) systems arising from the different schemes. Referring back to Fig. 18, we see that the cell-centered TPFA method will have $51^2 = 2601$ degrees of freedom. The MFD and NTPFA methods are cell-centered like TPFA, but both methods introduce extra face pressures along the model perimeter to handle boundary conditions and therefore get a higher number of degrees of freedom ($51^2 + 4 \cdot 51 = 2805$). Since the MPFA method uses a multipoint approximation for each intercell flux, the corresponding stencil is denser (almost twice as many $\text{nnz}$ per degree of freedom as TPFA), but the condition number is only slightly worse. The NTPFA method has the same flux expression as TPFA, but since the transmissibilities depend on pressure, the resulting sparsity pattern is similar to the MPFA matrix. The condition number reported is averaged over all iterations since the coefficients of the stencil vary with each nonlinear iteration. For the mimetic method, we use a Schur complement technique to reduce Eq. 8 to a positive-definite system for face pressures. Hence, the scheme has $2 \cdot 51 \cdot 52 - 4 \cdot 51 = 5100$ degrees of freedom. The stencil is less dense than for MPFA, but gives somewhat worse condition numbers. First-order VEM is vertex centered and hence has $52^2 = 2704$ degrees of freedom, which is only slightly more than TPFA and less than MPFA/NTPFA. The stencil is slightly denser than MPFA and gives worse condition number.
numbers than the other schemes. Second-order VEM has degrees of freedom at vertices plus cell and face centers, giving a total of $52^2 + 51^2 + 2 \cdot 51 \cdot 52 = 10609$ degrees of freedom. The resulting stencil is three times denser than the TPFA stencil and has three orders of magnitude worse condition number. In summary, we see that the condition numbers for VEM are significantly higher than for the other methods, in particular for the second-order VEM methods.

Example 2 (Injector/producer). Next, we consider an example examined earlier by Nikitin et al. (2014a) for nonlinear TPFA methods. The problem is posed on a unit square of 1000 m × 1000 m, with fluid flowing from an injector placed in the lower left corner, to a producer placed in the upper right corner. The domain is divided into four regions of different permeability. In all regions, the permeability tensor is $K = \text{diag}(1000, 10) \times \text{mD}$, so that we have an anisotropy ratio of 100:1. The tensor is rotated by an angle $\pi/4$ in the first and last regions, not rotated in the second region, and rotated by $\pi/2$ in the third region. We impose no-flow boundary conditions. The setup and the corresponding grid are shown in Fig. 21. Notice how the grid aligns to the boundaries defining the different permeability regions, with refinement around the wells. Fig. 21 also shows the resulting pressure profiles computed with TPFA, NTPFA, MPFA, MFD, VEM1, and VEM2. We have used inner products $M_1$ and $V_1$ for MFD and VEM, respectively. The pressure profiles are almost identical for NTPFA, MPFA, MFD, and VEM2. The first-order VEM method gives the same pressure contours, but with a less sharp pressure gradient. Again, the TPFA method suffers from grid-orientation effects.

To investigate the transport properties of the resulting flux fields, we consider a simple two-phase flow problem in which the flow field is only computed once and not updated to account for changes in total mobility. Initially, the reservoir is filled with oil, and we inject water at a constant rate. Fig. 22 reports the resulting saturation profiles for some of the methods. The saturation field predicted by TPFA is completely different from the other methods. Since TPFA is not able to resolve the effects of anisotropy, it grossly exaggerates the areal sweep and hence predicts that the displacement profile will break through much later than for the other methods. The remaining saturation plots are qualitatively similar, but we see that VEM1 gives a displacement profile that is slightly more smeared out orthogonal to the flow directions than the other methods, and hence VEM1 will give later breakthrough and better sweep. This is confirmed in Fig. 22e, which reports the predicted production rates for the different methods. We see that all production curves show decay in production after water breaks through, and that the breakthrough occurs much later for the TPFA method. Table 1 reports various characteristics of the resulting discretization matrices for the five solution methods. The relative differences in the number of unknowns and in the sparsity pattern are the same as in the previous example. In terms of condition numbers, MPFA is now worse and first-order VEM better, seen relative to the other methods.

Example 3 (Different gridding techniques). As we have seen, there are a number of gridding techniques that can be used to represent a reservoir. In this example, we consider a reservoir with two internal boundaries, one injector, and two producers. The permeability tensor is isotropic, and we impose no-flow boundary conditions on all boundaries. We represent this reservoir using four different gridding approaches: (i) a classical Cartesian grid, (ii) a triangle grid, (iii) a composite PEBI-grid, and (iv) a fully
Figure 22—Saturation and oil production profiles for the injector/producer problem. Saturation profiles for MPFA and MFD are almost identical to VEM 2 and hence not reported.

Table 1—Key characteristics of the discrete system for the producer/injector case. Here, \( \text{dof} \) denotes the number of primary unknowns, \( \text{nnz} \) the number of nonzero entries in the discretization matrix, \( \text{ratio} \) the ratio between \( \text{nnz} \) and \( \text{dof} \), and \( \text{cond} \) the condition number.

<table>
<thead>
<tr>
<th>Method</th>
<th>dof</th>
<th>nnz</th>
<th>ratio</th>
<th>cond</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPFA</td>
<td>2698</td>
<td>14110</td>
<td>5.23</td>
<td>8.12e+04</td>
</tr>
<tr>
<td>NTPFA</td>
<td>2898</td>
<td>23531</td>
<td>8.12</td>
<td>1.19e+06</td>
</tr>
<tr>
<td>MPFA</td>
<td>2898</td>
<td>23535</td>
<td>8.12</td>
<td>1.06e+07</td>
</tr>
<tr>
<td>MFD</td>
<td>5906</td>
<td>45598</td>
<td>7.72</td>
<td>1.11e+06</td>
</tr>
<tr>
<td>VEM1</td>
<td>3209</td>
<td>31489</td>
<td>9.81</td>
<td>4.41e+05</td>
</tr>
<tr>
<td>VEM2</td>
<td>11813</td>
<td>206017</td>
<td>17.44</td>
<td>1.73e+07</td>
</tr>
</tbody>
</table>

unstructured PEBI-grid. The setup and the different grids are shown in Fig. 23. Notice that the Cartesian grid does not align with the external or internal boundaries.

A consistent method should produce similar results for all grids. While pressure profiles can be quite similar for different grids, differences in flux fields are usually easier to detect. As in the previous example, we therefore consider a simple two-phase flow problem, in which the flow field is only computed once. The reservoir is initially filled with oil and we inject water at a constant rate. The resulting production curves predicted by TPFA and MFD for the two producers are shown in Fig. 24, where we have used the M1 inner product for MFD. To better compare the production rates in the two wells, the figure presents zooms of the production curves for a period of 700 days around the time when the different methods predict water breakthrough. For W1, oil rates computed on the PEBI-grids follow a somewhat similar pattern, but with a significant difference in time to water breakthrough. The slowest decay in the production is predicted by both methods on the triangle grid. The lowest production rate is predicted by TPFA on the triangle grid, while the highest production rate is predicted by the same method on the composite PEBI-grid. Altogether, there are larger differences between different grids than between TPFA and MFD on the same grid. However, the deviation is smaller for MFD. The best correspondence between the two methods is observed for the Cartesian grid, as expected. For W2, there is a close correspondence between the TPFA and MFD solutions for the PEBI and composite PEBI-grids. The rates predicted on the triangular grid deviate significantly from those predicted on the two PEBI curves, but are similar for both method. The same is evident for the Cartesian grid curves. The lowest production is predicted by TPFA on the triangle grid, while the highest production is predicted by TPFA on the PEBI-grid. In both wells, the transition period is more smeared out on the Cartesian grid. Looking at the production curves for well W1, there are large differences in both the TPFA and MFD solutions between the various grids. This indicates that error caused by a (too) low number of cells in the region between
the end of the leftmost internal boundary and the model perimeter dominates the error in the flow path connecting wells I and W1. Moreover, we observe that there is a close correspondence between all production curves of the PEBI-grids in W2. This indicates that the PEBI-grids are favorable for the TPFA method, since these grids are designed to preserve orthogonality of interfaces for isotropic permeability fields. Overall, however, we conclude that both methods are subject to grid effects, with TPFA differing more than MFD between the various grids. Moreover, the PEBI-grid solution for both methods are very similar.

**Example 4 (Reservoir with faults).** We consider a case in which two curved and sloping faults divide a box-shaped reservoir into three regions with very different permeability. The grid is shown in Fig. 13, with well cells indicated in red. The permeability field is constructed starting from a lognormal, isotropic realization. This gives a scalar value $k_i$ for the permeability in cell $\Omega_j$. Regions are numbered from left to right, and we set permeability tensor in each cell to be

$$K_i = k_i R(\theta_j) D_j R(\theta_j)^T,$$
where \( D_j \) is a diagonal matrix scaling the permeability in each of the axial directions in region \( j \), with
\[
D_1 = \text{diag}(10, 1, 1), \quad D_2 = \text{diag}(1, 10, 1), \quad D_3 = \text{diag}(0.1, 0.1, 0.1),
\]
and \( R(\theta) \) is a rotation about the \( z \)-axis;
\[
R(\theta) = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 0 \\
\sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 1
\end{bmatrix},
\]
with \( \theta_1 = \theta_2 = \pi/12 \), and \( \theta_3 = 0 \). The permeabilities \( k_i \) are in the magnitude of 100 mD. We define the well cells as sources with a constant injection rate, and impose Dirichlet boundary conditions \( p = 0 \) on the sides of the domain, and no-flow boundary conditions on the top and bottom. Approximate solutions computed by TPFA, the mimetic method, and the two virtual element methods are shown in Fig. 25. For MFD and VEM, we have used the V1 and M1 inner products. For both the MPFA and the NTPFA methods, our solvers failed to compute transmissibilities, likely due to nearly colinear faces.

Figure 25—Pressure fields for Example 4, obtained from four different methods.

Table 2 reports the relative difference between the methods defined as \( 100 \times |p^i - p^j|/|p^i| \), where \( p^i \) is the vector of cell pressure values of method \( i \). Likewise, Table 3 reports the fraction of the injected fluid flowing out of each of the vertical sides. The sides are labeled by their compass direction, with the northern boundary being the leftmost visible vertical boundary. Altogether, the tables confirm that TPFA deviates most from the other methods. Of the four methods, VEM2 and MFD are closest to each other, followed by VEM2 and VEM1. Notice however, that the relative difference between VEM1 and TPFA is smaller than between VEM1 and MFD.

Table 4 reports key characteristics of the resulting discretization matrix for the four solution methods. The consistent methods are obviously much more expensive to compute than the TPFA method: the mimetic method has 4.5 times as many unknowns and 8.6 times as many nonzero elements, first-order VEM has 2.6 times as many unknowns but 11.7 times as many nonzero elements, whereas the second-order VEM has 14.6 times as many unknowns and 167.5 (!) as many nonzero elements. Notice also that unlike in 2D, VEM1 gives a much denser systems than the mimetic method and hence can be expected to be more computationally expensive. Finally, we note that the condition number for TPFA, which is cell-centered, is much better that for the methods using node and face pressures as degrees of freedom. This is due to the fact that the distances between the cell centroids are, by construction, much more uniform than distances between nodes and face centroids. One could redefine the
gridding algorithms to yield grids with favorable properties for node- and face-centered methods. However, in multiphase flow problems, which have a hyperbolic character and are typically solved by finite-volume methods, we are forced to use grids with relatively uniform cell volumes.

**Example 5** (Multilateral well). Finally, we consider a reservoir containing a single multilateral well to which we have fitted a 3D PEBI-grid as shown in Fig. 26a. The reservoir volume is limited by the convex hull of a set of points. This hull is represented as a polyhedral, whose straight edges can be seen along the top of the reservoir in all plots of the reservoir in Fig. 26. All PEBI-cells close to the boundary are clipped against the limiting polyhedral, which creates additional face patches as seen in Fig. 26c. The permeability tensor varies in the $z$-direction in the following way

$$
K(z) = R(\pi z) \begin{bmatrix}
10 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} R(\pi z)^T,
$$

where $R(\theta)$ gives the rotation about the $z$ axis, as defined in Eq. 14. Here, $z$ is the normalized reservoir height, and runs from 0 at the bottom of the reservoir, to 1 at the top. In other words, the permeability at height $z$ has a ratio of 10 : 1 in the $xy$-plane, and is rotated by an angle $\pi z$ around the $z$-axis. The $x$-component of the permeability tensor is shown in Fig. 26b. As in the previous example, the permeability is given in units of 100 mD. We define the well cells as sources with constant injection rate, and impose no-flow boundary conditions on the top and bottom boundaries, and homogeneous Dirichlet conditions on the remaining vertical sides. The resulting solutions using TPFA, NTPFA, MFD, VEM1 and VEM2 are shown in Fig. 27. Again, we have used the M1 and V1 inner products for MFD and VEM.

As in the previous cases with grids that are not $K$-orthogonal, we observe that the TPFA method fails to capture the effect of the rotated permeability field. The NTPFA and MFD method seems to accurately capture this effect. The same is also evident in the first-order VEM solution, but the effect is not as pronounced, while the second-order VEM solution is comparable to the NTPFA and MFD solutions.

**Table 5** reports the relative difference between the methods, confirming the observations above. In particular, we note that the NTPFA and VEM2 solutions are in close agreement. **Table 6** reports key characteristics of the resulting discrete systems for the methods. The VEM2 condition number is not reported, as the MATLAB function `cond` was not able to calculate this for the resulting linear system, possibly due to the size and density of the matrix. Finally, **Table 7** reports the fraction of the injected fluid flowing out of each vertical side. Boundary $B_1$ is the large side at the front of the grid, from which the numbering runs counter-clockwise around the reservoir. We observe that the fluxes out of the sides are comparable for all methods except TPFA, and that the closest agreement is between MFD and second-order VEM.

**Closing Remarks**

In the first part of this work, we have presented a method for generating PEBI-grids that conform to different geometric structures in subsurface reservoirs. Our method successfully creates both control-point aligned grids and boundary aligned grids. The key advantages of this method are; (i) user specified cell density allows for grid refinements in areas of interest; (ii) robust and automatic handling of intersections; and (iii) high-quality cells even in constricted areas. We have generalized the method for creating control-point and boundary aligned grids to 3D, and the method honors non-intersecting boundary aligned features exactly. In future work, the method for handling intersections in 2D should also be generalized to 3D.
Table 5—Relative difference in percent between pairs of solutions for the multilateral well case.

<table>
<thead>
<tr>
<th></th>
<th>TPFA</th>
<th>NTPFA</th>
<th>MFD</th>
<th>VEM1</th>
<th>VEM2</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPFA</td>
<td>0.00</td>
<td>65.50</td>
<td>56.82</td>
<td>61.25</td>
<td>66.18</td>
</tr>
<tr>
<td>NTPFA</td>
<td>81.20</td>
<td>0.00</td>
<td>26.06</td>
<td>21.88</td>
<td>5.51</td>
</tr>
<tr>
<td>MFD</td>
<td>60.80</td>
<td>22.49</td>
<td>0.00</td>
<td>34.78</td>
<td>21.68</td>
</tr>
<tr>
<td>VEM1</td>
<td>88.48</td>
<td>25.49</td>
<td>46.95</td>
<td>0.00</td>
<td>26.47</td>
</tr>
<tr>
<td>VEM2</td>
<td>82.22</td>
<td>5.52</td>
<td>25.18</td>
<td>22.76</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 6—Key characteristics of the discrete system for the multilateral well case.

<table>
<thead>
<tr>
<th></th>
<th>dof</th>
<th>nnz</th>
<th>ratio</th>
<th>cond</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPFA</td>
<td>9026</td>
<td>126002</td>
<td>13.96</td>
<td>9.64e+02</td>
</tr>
<tr>
<td>NTPFA</td>
<td>11920</td>
<td>280703</td>
<td>23.55</td>
<td>2.92e+07</td>
</tr>
<tr>
<td>MFD</td>
<td>60321</td>
<td>1538305</td>
<td>25.50</td>
<td>9.37e+15</td>
</tr>
<tr>
<td>VEM1</td>
<td>52350</td>
<td>3404977</td>
<td>65.04</td>
<td>4.91e+11</td>
</tr>
<tr>
<td>VEM2</td>
<td>227459</td>
<td>38770593</td>
<td>170.45</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 7—Fraction of total flux through each vertical side of the multilateral well case.

<table>
<thead>
<tr>
<th></th>
<th>B₁</th>
<th>B₂</th>
<th>B₃</th>
<th>B₄</th>
<th>B₅</th>
<th>B₆</th>
<th>B₇</th>
<th>B₈</th>
<th>B₉</th>
<th>B₁₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPFA</td>
<td>41.91</td>
<td>1.05</td>
<td>15.97</td>
<td>9.56</td>
<td>3.42</td>
<td>3.25</td>
<td>3.69</td>
<td>7.89</td>
<td>6.53</td>
<td>6.72</td>
</tr>
<tr>
<td>NTPFA</td>
<td>33.02</td>
<td>3.38</td>
<td>19.09</td>
<td>5.77</td>
<td>2.04</td>
<td>2.76</td>
<td>4.02</td>
<td>11.55</td>
<td>10.72</td>
<td>7.65</td>
</tr>
<tr>
<td>MFD</td>
<td>31.12</td>
<td>3.99</td>
<td>19.50</td>
<td>5.05</td>
<td>1.93</td>
<td>2.70</td>
<td>3.96</td>
<td>12.23</td>
<td>11.51</td>
<td>8.01</td>
</tr>
<tr>
<td>VEM1</td>
<td>33.85</td>
<td>3.19</td>
<td>18.54</td>
<td>5.85</td>
<td>1.98</td>
<td>2.84</td>
<td>4.49</td>
<td>11.63</td>
<td>10.02</td>
<td>7.61</td>
</tr>
<tr>
<td>VEM2</td>
<td>31.25</td>
<td>3.87</td>
<td>19.31</td>
<td>5.17</td>
<td>2.01</td>
<td>2.74</td>
<td>4.05</td>
<td>12.34</td>
<td>11.31</td>
<td>7.95</td>
</tr>
</tbody>
</table>

Through five test cases, we have demonstrated the importance of using a consistent discretization when modeling subsurface flow. In particular, we conclude that if the grid does not align with the permeability tensor, TPFA will give significant consistency errors. We have also seen that higher-order methods can be beneficial in such cases. However, this drastically increases the computational cost. A possible approach can be order refinement, in which we apply a higher-order method only in certain parts.

(a) View inside the grid with cells adapting to the multilateral well seen in red.

(b) The x-component of the permeability tensor.

(c) Grid cells clipped by reservoir geometry.

Figure 26—Fully unstructured 3D PEBI-grid with a multilateral well inside. The grid is constructed so that individual cells are set to adapt to the well trajectory, whereas cells along the model perimeter are clipped by the polyhedral that describes the extent of the reservoir.
of the grid, for example in the near-well regions.

The computational cost for the consistent methods discussed in this paper is obviously higher than for the classical two-point method. For multiphase flow simulations, the difference between TPFA and NTPFA may not be that big in practice when both schemes are used as part of an iterative procedure for nonlinear equations. Likewise, the cost of computing a single-phase flow solution with a consistent scheme is small compared with a full multiphase flow solution, and can thus be used to evaluate errors due to anisotropy and skew and irregular cell geometries. Furthermore, since all methods except TPFA are consistent for general grids, they can be used as part of an upscaling algorithm, and/or to modify the transmissibilities for the TPFA method to ensure that this method better honors the global flow properties. Overall, we believe the combination of these methods can be valuable in supporting simulations on more general grids.
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Appendix: Mimetic and Virtual Inner Products
Mimetic inner products Lie et al. (2012) presents various inner products that can be used to specify various first-order mimetic methods, some of which coincide with other known finite-element or finite-volume methods for special grid types. To keep our paper as self-contained as possible, we present the inner products that have been used in our numerical experiments in some detail.

(M1) The following inner product was used by Aarnes et al. (2008), and chosen to resemble the Raviart–Thomas (RT0) inner
product:

\[ M = \frac{1}{|\Omega|} C K^{-1} C^T + \frac{d|\Omega_i|}{6 \det(K)} A^{-1} \left( I - QQ^T \right) A^{-1}, \]

where \( A \) is a diagonal matrix with \( A_{i,j} = |F_{i,j}| \), and \( Q = (A^{-1} N)^{\perp} \). This inner product is referred to as \( \text{ip.simple} \), both by Lie et al. (2012) and in MRST.

(M2) As we have seen, the TPFA method requires a diagonal transmissibility tensor \( T \). However, we see from Eq. 9 that this is only possible when \( K \) is parallel to \( c \). The following inner product coincides with TPFA in its region of validity and gives a valid mimetic inner product for any combination of grid and permeability tensor:

\[ T = \frac{1}{|\Omega|} \left( N K N^T + 2P_C^\perp \text{diag}(N K N^T) P_C^\perp \right), \quad M = T^{-1}. \]

Here, \( P_C^\perp = I - Q_C Q_C^T \) with \( Q_C \) being an orthonormal basis for the null space of \( C^T \). Lie et al. (2012) refer to this inner product as \( \text{ip.qtpfa} \), while its MRST name is \( \text{ip.quasitpfa} \).

(M3) Finally, we consider an inner product that is equivalent to the mixed Raviart–Thomas inner product for orthogonal grids with the same principal axes as the permeability tensor:

\[ M = \frac{1}{|\Omega|} C K^{-1} C^T + \frac{|\Omega_i|}{6} P_N^\perp \left( \text{diag}(N K N^T) \right)^{-1} P_N^\perp. \]

Here, \( P_N^\perp = I - Q_N Q_N^T \) with \( Q_N^\perp \) begin an orthonormal basis for the null space of \( N^T \). Lie et al. (2012) refer to this inner product as \( \text{ip.qrt} \), while its MRST name is \( \text{ip.quasirt} \).

Virtual inner products In the following, we briefly discuss the construction of some possible choices for the VEM stability term. For a more detailed discussion, see Klemetsdal (2016).

(V1) As explained above, for \( a_h^i \) to satisfy the stability property, we must choose \( s^i \) such that \( a_h^i \) is symmetric and positive definite. Moreover, it can be shown that the bilinear form \( a^i \) scales as \( h_i^{d-2} \text{tr}(K_i) \), where \( h_i \) is the diameter of cell \( \Omega_i \). Hence, the simplest possible choice of stability term is

\[ s^i(u,v) = h_i^{d-2} \text{tr}(K_i) \hat{u}^T \hat{v}, \]

where \( \hat{v} \) is the vector with the \( j \)th degree of freedom of \( v \) in position \( j \). The matrix form of this stability term is thus the identity matrix multiplied by \( h_i^{d-2} \text{tr}(K_i) \). The MRST name of this inner product is \( \text{ip.simple} \).

(V2) Since we only use the stability term for functions on the form \( v - \Pi v \), we only need it to be symmetric positive definite for functions in the null space of \( \Pi \). To this end, we let \( \{ \psi^j \} \) be a basis for this null space, i.e., \( \Pi \psi^j = 0 \). It can be shown that any positive definite matrix on the null space of \( \Pi \) can be written on the form

\[ Q \Sigma Q^T, \]

where column \( j \) of \( Q \) is the vector \( \hat{\psi}^j \), and \( \Sigma \) is a positive definite matrix of dimension \( (N_i - \dim \mathcal{P}_k(\Omega_i)) \times (N_i - \dim \mathcal{P}_k(\Omega_i)) \). Here, \( N_i \) is the number of degrees of freedom of the local virtual element space on cell \( \Omega_i \), and \( \mathcal{P}_k(\Omega_i) \) is the space of polynomials of degree \( k \) or less on \( \Omega_i \). We use this to formulate a family of stability terms:

\[ s^i(u,v) = \hat{u}^T Q \Sigma Q^T \hat{v}, \]

where \( \Sigma \) is a positive definite matrix, scaling with \( h_i^{d-2} \text{tr}(K_i) \). This inner product can be found in MRST under the name \( \text{ip.qfamily} \). In this paper, we have used \( \Sigma = h_i^{d-2} \text{tr}(K_i) I \).

(V3) As shown in Klemetsdal (2016), if we choose \( \{ \psi^j \} \) to be an \( L^2 \)-orthonormal basis for the null space of \( \Pi \), we can recover the exact bilinear form so that \( a_h^i = a^i \). This is obtained by choosing the stability term

\[ s^i(u,v) = \hat{u}^T Q (Q^T Q)^{-1} \Lambda (Q^T Q)^{-1} Q^T \hat{v}, \]

where \( \Lambda \) is a diagonal matrix with the generalized eigenvalues

\[ \lambda_j = a^i (\psi^j, \psi^j) \]

on the diagonal. Notice that this involves determining the basis \( \{ \psi^j \} \) explicitly, which is not possible in general since we do not know the exact expression of our basis functions. However, it can be shown that the local function spaces for the first-order finite element method and the first-order VEM coincide for certain cell geometries. This is for instance true for Cartesian grids with parallelogram cells, and we can use this fact to compute \( \{ \psi^j \} \) and obtain the exact stability term. In MRST, this particular inner product is called \( \text{ip.fem} \).
It is possible to construct a virtual element inner product which, on Cartesian grids with equal, rectangular or cuboid cells, resembles a combination of two finite difference stencils; one using a regular Cartesian coordinate system, and one using a diagonal coordinate system, see Klemetsdal (2016) for details. In 2D, this is obtained by using a stability term on the same form as Eq. 15, with $\Lambda$ equal to the scaled eigenvalue matrix

$$
\Lambda_{j,j} = 3w\lambda_j, \quad w \in \mathbb{R}.
$$

If we denote the discretization of $\nabla \cdot \mathbf{K} \nabla$ using the Cartesian stencil by $F_c$, and the discretization using the diagonal stencil by $F_d$, the parameter $w$ is the weight we use to combine the stencils:

$$
F = wF_c + (1-w)F_d, \quad 0 \leq w \leq 1.
$$

In MRST, we refer to this inner product as $\text{ip}_{-fd}$.
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